ON SOLUTION-FREE SETS OF INTEGERS

ROBERT HANCOCK AND ANDREW TREGLOWN

ABSTRACT. Given a linear equation £, a set A C [n] is L-free if A does not contain any ‘non-trivial’
solutions to L. In this paper we consider the following three general questions:
(i) What is the size of the largest L-free subset of [n]?

(ii) How many L-free subsets of [n] are there?

(iii) How many maximal £-free subsets of [n] are there?
We completely resolve (i) in the case when L is the equation px + qy = z for fixed p,q € N where
p > 2. Further, up to a multiplicative constant, we answer (ii) for a wide class of such equations £,
thereby refining a special case of a result of Green [18]. We also give various bounds on the number
of maximal L-free subsets of [n] for three-variable homogeneous linear equations £. For this, we
make use of container and removal lemmas of Green [18].

1. INTRODUCTION

Let [n] :={1,...,n} and consider a fixed linear equation £ of the form
(1) airy + - +agrp = b
where a1,...,a;,b € Z. If b =0 we say that £ is homogeneous. If

then we say that L is translation-invariant. Let L be translation-invariant. Then notice that
(z,...,x) is a ‘trivial’ solution of (1) for any x. More generally, a solution (z1,...,x) to £ is said
to be trivial if there exists a partition Py,..., P, of [k] so that:

(i) x; = x; for every 4, j in the same partition class Pr;

(ii) For each r € [/], Zz‘ePr a; = 0.
A set A C [n] is L-free if A does not contain any non-trivial solutions to £. If the equation L is
clear from the context, then we simply say A is solution-free.

The notion of an L-free set encapsulates many fundamental topics in combinatorial number
theory. Indeed, in the case when L is x1 + x2 = x3 we call an L-free set a sum-free set. This
is a notion that dates back to 1916 when Schur [34] proved that, if n is sufficiently large, any
r-colouring of [n] yields a monochromatic triple z,y, z such that = +y = z. Sidon sets (when L
is 1 + x9 = x3 + x4) have also been extensively studied. For example, a classical result of Erdés
and Turdn [16] asserts that the largest Sidon set in [n] has size (1 + o(1))y/n. In the case when
L is x1 + x9 = 2x3 an L-free set is simply a progression-free set. Roth’s theorem [27] states that
the largest progression-free subset of [n] has size o(n). In [28, 29], Ruzsa instigated the study of
solution-free sets for general linear equations.

In this paper we prove a number of results concerning L-free subsets of [n] where £ is a homo-
geneous linear equation in three variables. In particular, our work is motivated by the following
general questions:

(i) What is the size of the largest L-free subset of [n]?
(ii) How many L-free subsets of [n] are there?
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(iii) How many mazimal L-free subsets of [n] are there?

We make progress on all three of these questions. For each question we use tools from graph theory;
for (i) and (ii) our methods are somewhat elementary. For (iii) our method is more involved and
utilises container and removal lemmas of Green [18].

1.1. The size of the largest solution-free set. As highlighted above, a central question in the
study of L-free sets is to establish the size iz (n) of the largest L£-free subset of [n]. It is not difficult
to see that the largest sum-free subset of [n]| has size [n/2], and this bound is attained by the set
of odd numbers in [n] and by the interval [|n/2]| + 1, n].

When L is 1 + x2 = 2x3, uc(n) = o(n) by Roth’s theorem. In fact, very recently Bloom [9]
proved that there is a constant C' such that every set A C [n] with |A| > Cn(loglogn)*/logn
contains a three-term arithmetic progression. On the other hand, Behrend [7] showed that there is
a constant ¢ > 0 so that pz(n) > nexp(—cy/logn). See [15, 19] for the best known lower bound on
te(n) in this case.

More generally, it is known that pus(n) = o(n) if £ is translation-invariant and pg(n) = Q(n)
otherwise (see [28]). For other (exact) bounds on pg(n) for various linear equations L see, for
example, [28, 29, 6, 14, 21].

In this paper we mainly focus on £-free subsets of [n] for linear equations L of the form px+qy = z
where p > 2 and ¢ > 1 are fixed integers. Notice that for such a linear equation £, the interval
[[n/(p+q)]+1,n]is an L-free set. Our first result implies that this is the largest such L-free subset
of [n]. Let min(S) denote the smallest element in a finite set S C N.

Theorem 1. Let L denote the equation px + qy = z where p > q and p > 2, p,q € N. Let S be an

L-free subset of [n], and let min(S) = |- | — t where t is a non-negative integer.

p+q
) - —1
(i) 10 <t < (ELS) ) then |S| < [0 — ).
7 - 1 .
(ii) If t > (pﬂip}q){quj then |S| < EI%J:HZT provided that
n>max{3(q2+q+1)(q3+p(q2+q+1)) 5(q2+q+1)(q5+p(q4+q3+q2+q+1))}
B ¢ +1 ’ ¢+ -1 +¢+1 '

In both cases of Theorem 1 we observe that |S| < n— 7], hence the following corollary holds.

Corollary 2. Let L denote the equation px + qy = z where p > q and p > 2, p,q € N. If n is

sufficiently large then pe(n) =n— | 53]

Roughly, Theorem 1 implies that every L-free subset of [n] is ‘interval like’ or ‘small’. In the case
of sum-free subsets (i.e. when p = ¢ = 1), a result of Deshouillers, Freiman, S6s and Temkin [13]
provides very precise structural information on the sum-free subsets of [n]. Loosely speaking, they
showed that a sum-free subset of [n] is ‘interval like’, ‘small’ or consists entirely of odd numbers.

In the case when p = ¢, Corollary 2 was proven by Hegarty [21] (without a lower bound on n).

1.2. The number of solution-free sets. Write f(n, L) for the number of L-free subsets of [n].
In the case when L is x +y = z, define f(n) := f(n, L).

By considering all possible subsets of [n] consisting of odd numbers, one observes that there are at
least 2"/2 sum-free subsets of [n]. Cameron and Erd6s [11] conjectured that in fact f(n) = ©(2"/2).
This conjecture was proven independently by Green [17] and Sapozhenko [30]. In fact, they showed
that there are constants C; and Cy such that f(n) = (C; + 0(1))2%?2 for all n =i mod 2.

Results from [23, 32] imply that there are between 9(116+o(1))Vn apd 2(6-45+0())vA Sidon sets in
[n]. There are also several results concerning the number of so-called (k, ¢)-sum-free subsets of [n]
(see, e.g., [8, 10, 33]).
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More generally, given a linear equation £, there are at least 242(") L-free subsets of [n]. In light
of the situation for sum-free sets one may ask whether, in general, f(n, £) = ©(2*<™). However,
Cameron and Erdés [11] observed that this is false for translation-invariant £. In particular, given
such an L-free set, any translation of it is also L-free.

Green [18] though showed that given a homogeneous linear equation £, f(n, L) = 2+c(m)+o(n)
(where here the o(n) may depend on £). Our next result implies that one can omit the term o(n)
in the exponent for certain types of linear equation L.

Theorem 3. Fiz p,q € N where (i) ¢ > 2 and p > q(3¢ —2)/(2¢ — 2) or (ii) g =1 and p > 3. Let
L denote the equation pxr 4+ qy = z. Then

f(n, L) = ©(21£M),

1.3. The number of maximal solution-free sets. Given a linear equation £, we say that
S C [n] is a mazimal L-free subset of [n] if it is L-free and it is not properly contained in another
L-free subset of [n]. Write fmax(n, £) for the number of maximal L-free subsets of [n]. In the case
when £ is x + y = z, define frax(n) := fmax(n, £).

A significant proportion of the sum-free subsets of [n] lie in just two maximal sum-free sets,
namely the set of odd numbers in [n] and the interval [|n/2]+1,n]. This led Cameron and Erdés [12]
to ask whether frax(n) = o(f(n)) or even fiax(n) < f(n)/2°™ for some constant ¢ > 0. Luczak
and Schoen [25] answered this question in the affirmative, showing that fuax(n) < 27/ 2-27%n for
sufficiently large n. Later, Wolfovitz [35] proved that fuax(n) < 23n/8+0(n)  Very recently, Balogh,
Liu, Sharifzadeh and Treglown [2, 3] proved the following: For each 1 < i < 4, there is a constant
C; such that, given any n =i mod 4, fyax(n) = (C; 4 0(1))2/4.

Except for sum-free sets, the problem of determining the number of maximal solution-free subsets
of [n] remains wide open. In this paper we give a number of bounds on fiax(n, £) for homogeneous
linear equations £ in three variables. The next result gives a general upper bound for such L.
Given a three-variable linear equation £, an L-triple is a multiset {x,y, 2z} which forms a solution
to L. Let p}:(n) denote the number of elements x € [n] that do not lie in any L-triple in [n].

Theorem 4. Let L be a fized homogenous three-variable linear equation. Then

Fnac (11, £) < 3=z () /3+0(n)

Theorem 4 together with the aforementioned result of Green shows that fiax(n, £) is significantly
smaller than f(n, £) for all homogeneous three-variable linear equations £ that are not translation-
invariant. So in this sense it can be viewed as a generalisation of the result of Luczak and Schoen.
The proof of Theorem 4 is a simple application of container and removal lemmas of Green [18]. The
same idea was used to prove results in [5, 2, 3]. Although at first sight the bound in Theorem 4
may seem crude, perhaps surprisingly there are equations £ where the value of fiax(n, L) is close
to this bound (see Proposition 21 in Section 5).

On the other hand, the following result shows that there are linear equations where the bound
in Theorem 4 is far from tight.

Theorem 5. Let £ denote the equation px +qy = z where p > q > 2 are integers so that p < ¢*> —q
and ged(p,q) = q. Then

Fmax(n, £) < 2em) =z (n)/2+o0(n)

In the case when L is the equation 2x 4+ 2y = z we provide a matching lower bound. Again
though, we suspect there are equations £ where the bound in Theorem 5 is far from tight. The
proof of Theorem 5 applies Theorem 1 as well as the container and removal lemmas of Green [18].

We also provide another upper bound on fiax(n, £) for a more general class of linear equations.
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Theorem 6. Let £ denote the equation px + qy = z where p > q, p > 2 and p,q € N. Then
Fumax(n, L£) < e (=75 ])Fo(n)
Further, if ¢ > 2 and p > q(3¢ —2)/(2¢ —2) or ¢ =1 and p > 3 then

fmax(na E) — O(?‘L(L%J))‘

In Section 5 we discuss in what cases a bound as in Theorem 6 is stronger than the bound in
Theorem 5 (and vice versa). We also provide lower bounds on fmax(n, £) for all equations £ of the
form px + qy = z where p,q > 2 are integers; see Proposition 24.

Our results suggest that, in contrast to the case of f(n, L), it is unlikely there is a ‘simple’ general
asymptotic formula for fiax(n, L) for all homogeneous linear equations £. It would be extremely
interesting to make further progress on this problem.

The paper is organised as follows. In the next section we collect together a number of useful
tools. In Section 3 we prove Theorem 1. Theorem 3 is proven in Section 4. We prove our results
on the number of maximal L-free sets in Section 5.

2. CONTAINERS AND INDEPENDENT SETS IN GRAPHS

2.1. Container and removal lemmas. Recently the method of containers has proven powerful
in tackling a range of problems in combinatorics and other areas, in particular due to the work of
Balogh, Morris and Samotij [4] and Saxton and Thomason [31]. Roughly speaking this method
states that for certain (hyper)graphs G, the independent sets of G lie only in a small number of
subsets of V(G) called containers, where each container is an ‘almost independent set’.

Recall that, given a three-variable linear equation £, an L-triple is a multiset {x,y, 2z} which
forms a solution to £. Let H denote the hypergraph with vertex set [n] and edges corresponding
to L-triples. Then an independent set in H is precisely an L-free set.

The following container lemma is a special case of a result of Green (Proposition 9.1 of [18]).
Lemma 7(i)—(iii) is stated explicitly in [18]. Lemma 7(iv) follows as an immediate consequence of
Lemma 7(i) and Lemma 8 below.

Lemma 7. [18] Fiz a three-variable homogeneous linear equation L. There exists a family F of
subsets of [n] with the following properties:

(i) Every F € F has at most o(n?) L-triples.

(ii) If S C [n] is L-free, then S is a subset of some F € F.
(iii) | F| = 20",

(iv) Every F' € F has size at most pc(n) + o(n).

Throughout the paper we refer to the elements of F as containers. Notice that Lemma 7(iv)
gives a bound on the size of the containers in terms of p,(n) even though, in general, the precise
value of piz(n) is not known.

The following removal lemma is a special case of a result of Green (Theorem 1.5 in [18]). This

result was also generalised to systems of linear equations by Krédl’, Serra and Vena (Theorem 2
in [24]).
Lemma 8. [18] Fiz a three-variable homogeneous linear equation L. Suppose that A C [n] is a set
containing o(n?) L-triples. Then there exist B and C such that A = BU C where B is L-free and
|C] = o(n).

We will also apply the following bound on the number of L-free sets.

Theorem 9. [18] Fiz a homogeneous linear equation L. Then f(n, £) = 2tc(m)+o(n)

We will use the above results to deduce upper bounds on the number of maximal L-free sets
(Theorems 4, 5 and 6).
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2.2. Independent sets in graphs. Let G be a graph and consider any subset X C V(G). Let
IS(G) denote the number of independent sets in G. Let G[X] denote the induced subgraph of G
on the vertex set X and G \ X denote the induced subgraph of G on the vertex set V(G) \ X.

Fact 10. Let G be a graph and let Ay, ..., A, be a partition of V(G). ThenIS(G) < [[._, IS(G[A;]).
The following simple lemma will be used in the proof of Theorem 3.

Lemma 11. Let G be a graph on n vertices and M be a matching in G which consists of e edges.
Suppose that v € V(G) lies in M. Then the number of independent sets in G which contain v is at
most 3671 . an—2¢,

Proof. First note that the number of independent sets in G which contain v is at most IS(G'\ X)
where X consists of v and its neighbour in M. Let Ai,...,A. be a partition of the vertex set
V(G\ X), where if 1 <i < e — 1 then A; contains precisely the two vertices from some edge in M.
So |Ae] = n — 2e. Clearly IS(G[A;]) =3 for 1 <i < e —1 and IS(G[A.]) < 2"~ 2¢. The result then
follows by Fact 10. O

2.3. Link graphs and maximal independent sets. We obtain many of our results by counting
the number of maximal independent sets in various auxiliary graphs. Similar techniques were used
in [35, 2, 3], and in the graph setting in [5, 1]. To be more precise, let B and S be disjoint subsets
of [n] and fix a three-variable linear equation £. The link graph Lg[B] of S on B has vertex set B,
and an edge set consisting of the following two types of edges:

(i) Two vertices = and y are adjacent if there exists an element z € S such that {x,y, 2} is an
L-triple;
(ii) There is a loop at a vertex x if there exists an element z € S or elements z, 2’ € S such that
{z,2z,z} or {x, 2,27} is an L-triple.
Notice that since the only possible trivial solutions to a three-variable linear equation £ are of the
form {x,z,z}, all the edges in Lg[B] correspond to non-trivial £-triples.
The following simple lemma was stated in [2, 3] for sum-free sets, but extends to three-variable
linear equations.

Lemma 12. Fiz a three-variable linear equation L. Suppose that B, S are disjoint L-free subsets of
[n]. If I C B is such that SUI is a mazimal L-free subset of [n], then I is a mazximal independent
set in G := Lg[B].

Let MIS(G) denote the number of maximal independent sets in G. Suppose we have a container
F € F asin Lemma 7 and suppose F' = AU B where B is L-free. Observe that any maximal £L-free
subset of [n] in F' can be found by first choosing an L-free set S C A, and then extending S in
B. Note that by Lemma 12, the number of possible extensions of S in B (which we shall refer to
as N (S, B)) is bounded from above by the number of maximal independent sets in the link graph
Lg[B] (i.e. we have N(S,B) < MIS(Lg[B])). Hence Lemma 12 is a useful tool for bounding the
number of maximal L-free subsets of [n].

In particular, we will apply the following result in combination with Lemma 12. The first part
was proven by Moon and Moser [26] and the second part by Hujter and Tuza [22]. We use the first
condition in the proof of Theorems 4 and 5.

Theorem 13. Suppose that G is a graph on n vertices possibly with loops. Then the following
bounds hold.

(i) MIS(G) < 3"/3;
(i) MIS(G) < 2™/2 if G is additionally triangle-free.

To prove Theorem 5 we will combine Theorem 13(ii) and the following result.
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Lemma 14. Let L denote the equation px + qy = z where p > q > 2 and p,q € N. Let A C [1, u]
and let B C [u+1,n] for some u € [n]. Consider the link graph G := L4[B] of A on B. If ¢* > p+q
then G is triangle-free.

Proof. Suppose that ¢> > p + ¢ and suppose for a contradiction there is a triangle in G
with vertices by < by < b3. By definition of the link graph, there exist s1, 2,83 € A such that
{b1,ba, 51}, {b2, b3, s2},{b1, b3, s3} are L-triples.

Since all numbers in A are smaller than all numbers in B we have 1 < s1, 89,83 < b1 < by < bs.
Also, since p > ¢ > 2, for each of our L-triples {b;,b;, si} (where b; < b;) it follows that b; must
play the role of z in L.

Define a multiset {r; € {p,q} : 1 <i < 6,71 # ro,r3 # 14,75 # 16}. Consider the three equations
r1b1 + 1981 = ba,r3bs + T489 = b3 and rs5by + 1¢S5 = b3. Combining the second and third gives
by = (r5b1 + r¢ss — r482)/r3. Then combining this with the first equation gives (ri7rs — 75)b1 +
ror3s1 + T489 = rgS3. Now since s3 < by and all terms are at least 1, for such an inequality to
hold we must have rirs — r5 < 16. Since r5 # 1¢ this means we have rir3 < p + ¢q. Hence as
r1,73 € {p,q}, in order for G to have a triangle at least one of p> < p+¢q, ¢> < p+qand pg < p+gq
must be satisfied. Since p > ¢ > 2, the first and third are not true and so we must have ¢> < p+g,
a contradiction. ]

We also use link graphs as a means to obtain lower bounds on the number of maximal L-free
sets. We apply the following result in Propositions 21 and 24.

Lemma 15. Fiz a three-variable linear equation L. Suppose that B,S are disjoint L-free subsets
of [n]. Let H be an induced subgraph of the link graph Lg[B]. Then fmax(n, L) >MIS(H).

Proof. Suppose I and J are different maximal independent sets in H. First note that S U I and
SUJ are L-free by definition of the link graph. Both cannot lie in the same maximal £-free subset
of [n]. To see this, observe by definition of I and J, there exists ¢ € I \ J. There must exist s € 5,
j € J such that {7, j,s} forms an L-triple, else J U {i} would be an independent set in H, which
contradicts the maximality of J. Hence any maximal L-free subset of [n] containing SUJ does not
contain . Similarly there exists j € J \ I such that any maximal L-free subset of [n] containing
S U I does not contain j. The result immediately follows. O

3. THE SIZE OF THE LARGEST SOLUTION-FREE SET

Throughout this section, £ will denote the equation px+qy = z where p > gand p > 2, p,q € N.
The aim of this section is to determine the size of the largest L-free subset of [n]. In fact, we will
prove a richer structural result on L-free sets (Theorem 1). For this, we will introduce the following
auxiliary graph G,: Let m € [n] be fixed. We define the graph G,, to have vertex set [m,n| and
edges between ¢ and pm + gc for all ¢ € [m,n| such that pm + gc < n. We will also make use of
these auxiliary graphs in Section 4.

Fact 16.

(i) The size of the largest L-free subset S of [n] with min(S) = m is at most the size of the
largest independent set in G, which contains m.

(ii) The number of L-free subsets S of [n] with min(S) = m is at most the number of independent
sets in Gy, which contain m.

Proof. Let S be an L-free subset of [n] with min(S) = m. Since {m,c,pm + qc} is an L-triple

contained in [n] for all ¢ € [m,n] such that pm + gc¢ < n, S cannot contain both ¢ and pm + gec.

Hence any L-free subset of [n] with minimum element m is also an independent set in G, which
6



contains m (although the converse does not necessarily hold). This immediately implies (i) and
(ii). O

Note that G, is a union of disjoint paths (possibly isolated vertices). We refer to the connected
components of G, as the path components. Given G,,, we define yo := n, and for ¢ > 1 define
y; = max{v € V(Gn,)|pm + qu < y;_1}. Thus we have y; = LWJ For G,, we also define k
to be the largest ¢ such that y; € [m,n], and refer to k as the path parameter of G,,. We define
the size of a path component to be the number of vertices in it, and we define N(G,,, 1) to be the
number of path components of size 7 in G,,.

Fact 17. The graph Gy, consists entirely of disjoint path components, where for each 1 < i < k—1
there are y;—1 + Yi+1 — 2y; path components of size i, there are yiy_1 — 2y +m — 1 path components
of size k and yr, — m + 1 path components of size k + 1.

Proof. Every vertex ¢ € V(G,,) satisfying y;11 < ¢ < y; for some 0 < j < k —11is in a path in
G, which contains precisely j vertices which are larger than it, whereas every vertex ¢ > y; is not
in such a path. All the vertices in [m, yx| are in paths which contain precisely k vertices which are
larger than it, all vertices in [yx + 1, yr—1] are in paths which contain precisely k — 1 vertices which
are larger than it, and so on.

Let A; be the interval [y; + 1,y;—1] for 1 <i < k and let Ag1 be the interval [m,y]. There are
[[m, yx]| = yr —m + 1 path components of size k + 1 in Gy,. For i < k all vertices in A; are the
smallest vertex in a path on ¢ vertices, however they may not be the smallest vertex in their path
component. In fact, by definition of the y;, all paths which start in A; for some j must include

precisely one vertex from each set A;_1,A;_o,..., Ay. This means that for i < k, the number of
path components of size ¢ in G, is precisely |A;| — |Aij+1|- For i < k — 1 this is y;—1 + yir1 — 2y
and for ¢ = k this is yp_1 — 2y + m — 1. O

We now use the graphs G, and the above facts to obtain the bound for the size of the largest
L-free subset of [n] as stated in Theorem 1.

Proof of Theorem 1. Let t be a non-negative integer. To prove (i) suppose that ¢ < (243 )| 1|

p+a+p/a’ ptad
Suppose S is an L-free set contained in [[;} ] — ¢,n] where m := | | —t € S. By Fact 16(i) we

p+q
wish to prove that the largest independent set in GG, containing m has size at most [%} — Lgtj .

Since |V(Gp)| = (%} + ¢+ 1 it suffices to show that any independent set I in G, satisfies

V(Gm)\I| = [(p+q)t/q] +1.

For 0 < i < [(p+ ¢)t/q], there is an edge between m + i and (p + ¢)m + gi. Note that since
i < |(p+q)t/q] and g < p we have that the largest vertex in any of these edges is indeed at most
n:

P+aligl -t +a<n—(@+at+qllp+at/q <n—(p+t+alp+gt/q=n

Since I can only contain one vertex from each of these edges, we have proven (i), provided that
these edges are disjoint. It suffices to show that [ 2] + [pt/q] < (p+@)m = (p+ ) ([;;] — 1)
since the left hand side is the largest element of the set {m +i:0 < i < [(p+ ¢q)t/q]}. But this

immediately follows since ¢ < (LE4=1_)|_n_|,

p+a+p/q’ Lpta
To prove (ii) let ¢t > (pf;i;}q) | ;4] and suppose S is an L-free subset of [n] with m := min(5) =

[ 545) —t- By Fact 16(i) |S| is at most the size of the largest independent set in Gy, which contains

m. We will first show that G,, has path parameter k > 2, and then the case ¢ = 1 follows easily.
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Define ¢ := |k/2] and
2041 ¢

> (=) (=q)" +p X ¢*
Ck — (i—O =0 )

20
q2€+1 +p Z q
=0

We will show that if ¢ > 2 then the largest independent set in G, has size at most Cyn + k. We
then further bound this from above by (¢? + 1)n/(¢? + ¢ + 1) for n sufficiently large.

Note that by Fact 17, to prove that k > 2 for G,, it suffices to show that there is a path on 3

vertices in G,,. By definition of k, m lies on a path P on k + 1 vertices. Write P = wvgvy - - - vg
. =1

where m = vy and observe that v; = (¢’ +p > ¢')m for 0 < j < k. To prove k > 2 it suffices

1=

to show that there is indeed a vertex (¢> + pg + p)m in V(Gy,), ie. (¢*> + pg+ p)m < n. Note
: p+g—=1 \| _n_ _ | n | _ p+g+p/q—p—qt+ly| n | _ p+q n_

that since ¢ = (p+q+p/q)Lp+qJ’ we have m = LJoJqu < p+q+p/q )LPMJ o (q2+pq+p) LPHJ'

Hence (¢ + pg + p)m < n as desired.

When ¢ = 1 observe that y; = y;—1 — pm, so for i < k — 1 by Fact 17 we have N(G,,i) =
Yiel + Yir1 — 2y; = y; + pm + y; — pm — 2y; = 0. Hence G,, consists entirely of a union of
path components of size either k or k + 1. Since at most [i/2] vertices of a path on i vertices
can be in an independent set and k > 2, the largest independent set in G,, has size at most
2n/3 = (¢* + 1)n/(¢> + ¢ + 1) in this case, as desired. So now consider the case when q > 2. We
calculate the maximum size of an independent set in Gp,:

k+1

S1i/2] - N(Ginsi)

i=1

k-1
=<ZW21 (Y1 + Yiv1 — 2%)) + [k/2](yr—1 +m — 1 —2y;) + [(k +1)/2](yx — m + 1)
=1

k

(2) =w+ (Z(W —1)/2] = 2[i/2] + [(i + 1)/21)3/1-) + (m = 1)([k/2] = [(k +1)/2]).

=1

Here we used Fact 17 in the first equality. For ¢ odd, the coefficient of y; in (2) is (i —1)/2 —
2(i+1)/2+ (i+1)/2 = —1. For i even, the coefficient of y; in (2) is i/2 — 2i/2 + (i +2)/2 = 1.
The following bounds are obtained from the definition of y; and k:

j—1 Jj—1
(a) (n— ¢ +1 —meql)/qJ Sy; < (n—pmqu)/q1§
=0 i=0

(b) n/((zk+1 +pzk:qi> <m< n/(qk +pkiqi).
=0

1=0

Let ¢ := |k/2] (note k > 2 so ¢ > 1). First suppose k is odd, i.e. k = 2¢+ 1. Using (2), the size
of the largest independent set in Gy, is bounded above by
8



k
vo+ (D(1G = 1)/2] = 2[i/2) + [+ 1)/21)ws) + (m = 1)([k/2] = [(k +1)/2])
=1
=yYo—Y1+yY2— Y3+ -+ Y — Yors1

(%)n— (n—pmq—q+1)+<n—prz2(l+q)> B (n—pm(1+q+q2)_q3+l)

2
n— (meql) PR
_|_..._< i=0 )

q2€+1
11 1 PP p ¢-1 -1 ¢t -1
—n(1-C - ) Am(E L ) s FINE. N —
q q2 q2€+1 q q3 q2€+1 q q3 qu-‘rl
4
24
0 n % . n PN ki1
< g2+ ( Z (_1)(_@2) + 20 g2t+1 + 9
=0 q2€+1 + D Z q’L
=0
2041 T opi 2% .
[ > (—1)(—(1)@} (@ +pXg)+p>q”
i=0 i=0 i=0 kE+1
= 2l nt
q2€+1(q2ﬁ+1 +p Z qz)

=0
2041 ) l ) 2041 l
i+20+1 +p Z q2z+2€+1

_ EETYASY: 2
<¢Zo( q) Py >n+k+1:<izo< 1)(—q) +pZ§0q >n+k+1

20 2 20
q2Z+1(q2Z+1 +p Z qz) q2€+1 +p Z q
1=0 1=0

k1
:Ckn+%§0kn+kz.

(Note that some of our calculations above did indeed require ¢ > 2.) By definition, m > y41 + 1
and for k even, we have Cy = Ciy1. So if k is even (k = 2¢) then we have

k
vo+ (UG = 1)/21 = 2[i/2] + [+ 1)/21)w: ) + (m = 1)([k/2] = [(k +1)/2])
=1
=yo—nt+y—yst+..+yu—m+1<y—y1+y2—ys+ ...+ Y2 — Yor+1

k+2
§C’k+1n+% < Cipn + k.

The penultimate inequality follows by using calculations from the odd case. The last inequality
follows since k > 2 and Cj, = Cj41. Thus we have shown that |S| < Cyn + k and we know that
k > 2. It remains to show that

(¢® +1)n
?+q+1
9

(3) Crun+k <



for k > 2 and n sufficiently large.
E—1 k=1
We know that m < n/(¢* +p > ¢') and so n > ¢* +p 3 ¢, therefore condition (3) is met if
i=0 i=0

(4) (q;lj_j]_il —C’k> (qk+p]:Z§qi) > k.

Claim 18. For k > 6, (4) holds.

Since the proof of Claim 18 is just a technical calculation, we defer it to the appendix.
The claim is not a result which generally holds for 2 < k < 5 so instead we directly cal-
culate how large n should be to satisfy (3) in these cases. For k = 3 and k = 5 we obtain
3(¢°+p(¢®+q+1)) (¢ +q+1) 5(¢°+p(¢* +¢°+4*+q+1))(4*+g+1)
n= >+1 and n = ' +(p—1)a’+¢>+1
we obtain weaker bounds. Hence taking n to be sufficiently large (larger than these two bounds),

we have Cin + k < qf:qllrf for all £ > 2.

respectively. For k=2 and k =4

0

4. THE NUMBER OF SOLUTION-FREE SETS

Recall a theorem of Green [18] states that f(n,£) = 2¢£()+o() for any fixed homogeneous
linear equation £. The aim of this section is to replace the term o(n) here with a constant for many
equations £. This will be achieved in Theorem 20, which immediately implies Theorem 3. Denote
by f(n, L, m) the number of L-free subsets of [n] with minimum element m. We first give bounds
on f(n,L,m) for linear equations £ of the form pzx + qy = z.

Lemma 19. Let L denote the equation px + qy = z where p > q and p > 2, p,q € N.
(i) If m > | 2] + 1 then f(n,£,m) =2""™.
(i) If m = | %] then f(n, £,m) < 2#e(m=1,

(i) If ¢ > 2, m = {ﬁj — t for some positive integer t and G, has path parameter 1, then
f(n, £,m) < 2re(n)=3/5+t(34=2p)/(5q)
() If g > 2, m = L]ﬁj — t for some positive integer t and Gy, has path parameter k > 2, then
fln, L£,m) < (4/3) - 260 ~2a+2)n/(5¢%)
(v) If ¢ =1, Gy, has path parameter £, and m = L@%J —t for some integer t, then f(n,L,m) <

9(7ep+3p)n/(10£p+10)+t(7—3p) /10

Proof. First note that (i) is trivial since all subsets S C [n] with min(S) > | ;7] + 1 are L-free.
By Fact 16(ii) we know that f(n,L,m) is at most the number of independent sets in G,, which

contain m. For (ii), there is one edge between m = [ 1~ ] and (p+¢)m < n in Gp,, hence there are
at most 2" Lpral L = gue(n)—1 independent sets in Gy, containing m.

For (iii) suppose ¢ > 2 and m = Lﬁj —t for some t € N. Notice that G, contains a matching
on y; —m+ 1 edges, namely there is an edge between ¢ and pm + gc for ¢ € [m,y1]. Observe that
3/4 < 27%/% and also

m >

npmJ_ n-ptagm-q _tp+tq

q q N q
Hence by Lemma 11 the total number of independent sets in G, which contain m is at most

y1—m={

2n—m—2(y1—m)—13y1—m < 2,u1;(n)—1+t(3/4)y1—m

< gue(m)=1tt(3 /qyHpta)/a=1 < ope(n)=3/5+4(39-2p)/(50)
10



as desired.
For (iv) suppose ¢ > 2, m = Lﬁj — t for some positive integer ¢t and G,, has path parameter
k > 2. First note that

n —pm L%J—pm n—pm-—q N —pm—qgpm
Y1 — Y2 = - > - 3
q q q q
_ — 2 _
_lg=Vn+tpm—g _(¢=1n
g T

Define F'(i) to be the ith Fibonacci number where F'(1) = F(2) = 1. There are F(i + 2)
independent sets (including the empty set) in a path of length i. Recall the following Fibonacci
identity: F(i +2)F(i) — F(i + 1) = (—=1)"*!. If i is even and a > b then

FOFG+2\*(Fli+1)FGi+3)\" (Fa+1)2—-1\*(F(i+2)?+1) -
F(i+1)? F(i+2)? O\ F(i+1)2 F(i+2)? -
Also observe that by omitting (F(i + 1)F(i 4+ 3)/F (i + 2)?)® the inequality still holds. By use of

Fact 17 and applying the above bounds, we can bound from above the number of independent sets
in Gy, as required:

o¥ot+y2—2y13y1+ys—2y2 gyatys—2ys F(k + 1)yk—2+yk*29k—1F(k 4+ 2)yk—1+m*2yk*1F(k + 3)yk*m+1
—1
_ ouoty2—2u1 301~ 2y 52 ﬁ Y3 /5.13 y4”. F(k:+ 1) . F(k—}—3) Yk F(k:—|—2) m
52 ]2 F(k‘ + 2)2 F(k: + 3)
< QUotY2—2y13u1—2y25Y2 < QU0 tY2—2y1tY23Y1—Y2 — 9vo (3/4)17v2 < 2n(3/4)(q—1)n/q2—1

< (4/3) - 27 2a=Dn/(58%) — (4/3) . 2(54°~2a+2)n/(5¢%)

For (v), since y; = n —ipm Fact 17 implies that if G,, has path parameter ¢, then G, is a union
of paths of length ¢ and ¢ + 1. We use the bound F(i) < 2(7"=1D/10 (3 simple proof by induction
which holds for ¢ > 2). Since m < y; = n — fpm we can write m = L@%J — t for some integer
t > 0. Now using these bounds, we have

F(l+ Q)yz_1—2yz+mp(g + 3 = R0+ 2)(€p+p+1)m—nF(g + 3)n—(€p+1)m
< 2(3+7£)((Zp+p+1)mfn)/10+(10+7€)(n7(€p+1)m)/10 _ 2(7n+(3p77)m)/10

< 9T+ (3p=T)(n/(Ep+1)=1)) /10 _ o(Tep-+3p)n/ (106p+10)+(7—3p)/10.

Theorem 20. Let L denote the equation px + qy = z where p,q € N and

(i) ¢ =2 and p > q(3¢ —2)/(29 — 2) or;

(ii) g=1 and p > 3.
Then [ (n, £) < (3/2+0(1)+C)21<™ where for (i) C i= 2y and for (i) C 1= 125500
Proof. For both cases by Lemma 19(i)-(ii) there are at most 3 - 2#2("~1 £ free subsets S of

[n] where min(S) > |3 ]. For (i), first consider L-free subsets arising from Lemma 19(iv). Since
11



k> 2,

m < s = anmj —PmJ < n—me— qpm
q q
and so m < n/(¢> + pq + p). Now as n — oo,
n/(¢® + pq+ p) - (4/3) - 260 —2a+2)n/(5¢*)  9logs (4n/(3(¢* +pa+p)))+(5¢” ~2¢+2)n/ (5¢%)
() = () =0,

as long as we have 2(5¢°=2a+2)n/(5¢%) « ouc(n) This is satisfied if (5¢2 — 2q + 2)/(5¢%) < (p+q —
1)/(p + ¢q) which when rearranged, gives p > q(3¢ — 2)/(2q — 2).

For L-free subsets arising from Lemma 19(iii), set a := 2#£()=3/5 .= 264-20)/(50) and let
u be the largest t such that G,, with m = I—pqu — t has path parameter 1. Then since p >
q(3¢ —2)/(2¢ — 2) > 3¢/2 we have |r| < 1 and so

s s (n)—2p/(5q)
e (n)—3/5+(30-2p)/(50) b _or _ 2"
ZQ : ;ar - ;(ar)r S l-r 1 2Ba29)/6a)”

9—2p/(59)

Altogether this implies that f(n, £) < (3/2 + o(1) 4+ C)2#£() where C := T 3G /Ga -

For (ii), set a := 2(Tkp+3p)n/(10kp+10) ot 1 .= 2(7=31)/10 and let u be the largest ¢ such that Gy,
with m := [ 74~ ] —t has path parameter k for any fixed k € N. Since p > 3 we have [r| <1 and so

_ — 9(7-3p)/10
t=1 t=1 t=0 L= 1 — 203/
For k = 1 the last term is at most 2(#c()+(7=3p)/10) /(1 — 2(7=3p)/10)  For k > 2 we obtain a
term which is 0(2#2(™) as n tends to infinity, since (7kp + 3p)n/(10kp + 10) < pc(n) for p > 3.

Therefore, Lemma 19 implies that f(n,£) < (3/2 4+ o(1) + C)2#£(™ where C := %.

O

5. THE NUMBER OF MAXIMAL SOLUTION-FREE SETS

5.1. A general upper bound. Let £ be a three-variable linear equation. Let M (n) denote the
set of elements = € [n] such that x € [n] does not lie in any L-triple in [n]. Define pj-(n) := |[Mg(n)|.
For example, if £ is translation-invariant then {x,x,x} is an L-triple for all x € [n] so Mg (n) =0
and pp(n) =0.

Let £ denote the equation pr 4+ qy = z where p > 2, p > ¢q and p,q € N. Write u := ged(p, q).
Then notice that Mg(n) O {s € [n] : s > [(n —p)/q],ut s}. This follows since if s > |(n —p)/q]
then ps + ¢ > gs + p > n and so s cannot play the role of  or y in an L-triple in [n]. If u t s
then as u|(px + qy) for any z,y € [n] we have that s cannot play the role of z in an L-triple in [n].
Actually, for large enough n we have Mg(n) ={s:s> [(n —p)/q],u 1 s} for all such £. We omit
the proof of this here.

We now prove Theorem 4.

Theorem 4. Let £ be a fixed homogenous three-variable linear equation. Then
Frmax(n, £) < 3(uc(n)—pz(n))/3+o(n)

Proof. Let F denote the set of containers obtained by applying Lemma 7. Since every L-free
subset of [n] lies in at least one of the 2°") containers, it suffices to show that every F' € F houses

at most 3(e(M)—uz(n))/3+0(n) maximal L-free subsets.
12



Let F € F. By Lemmas 7(i) and 8, F' = AU B where |A| = o(n), |B| < uc(n) and B is
L-free. Note that we can add all the elements of M, (n) to B (and thus F') whilst ensuring that
|B| < prc(n) and B is L-free. So we may assume that Mg(n) C B.

Each maximal £-free subset of [n] in F' can be found by picking a subset S C A which is L-free,
and extending it in B. The number of ways of doing this is the number of ways of choosing the
subset S multiplied by the number of ways of extending a fixed S in B, which we denote by N (S, B).
Since |A| = o(n), there are 2°(™ choices for S. It therefore suffices to show that for any S C A, we
have N (S, B) < 3(ne(m)=pz(n)/3,

Consider the link graph G := Lg[B]. Then by definition, M, (n) is an independent set in G.
Thus, MIS(G) = MIS(G \ M, (n)). Further, Lemma 12 and Theorem 13(i) imply that

N(S, B) < MIS(G) = MIS(G \ Ms(n)) < 3IB\Mce(n)l/3 < glpe(n)—puz(n)/3,
as desired. (]

As mentioned in the introduction, Theorem 4 together with Theorem 9 shows that fmax(n, L)
is significantly smaller than f(n, L) for all homogeneous three-variable linear equations £ that are
not translation-invariant. So in this sense it can be viewed as a generalisation of a result of Luczak
and Schoen [25] on sum-free sets.

Let £ denote the equation pz+y = z for some p € N. Notice that in this case we have pj-(n) =0
for n > p. The next result implies that if p is large then fi,ax(n, L) is close to the bound in
Theorem 4. So for such equations £, Theorem 4 is close to best possible.

Proposition 21. Given p,n € N where p > 2, let L denote the equation px +vy = z. Then
Funasc(n, £) > 31e(m)/3=20n/Bp+1)(3p* ~1))=p—5

Proof. Given p,n € N, let £ denote the equation pr + y = z. Set s := L%;??J and a := L%j
Consider the link graph G := Ly, 2 [a + 1,a + 3ps]. Observe that:
(2p—2)n n Bp—1)n n (p—-1)n n-—s

25 < < < =—— < <a+1;
~ 3 -1 " p+1 " 3pr -1 p 3pP-p = p

2
a4+ 3ps = VLSJ + 3ps < ﬁ+ <3p 1)52 E+ 3P 1 {(p2 1)”J < ntnp—1) =n.
p p p p p 3p°—1 p

As a consequence, the sets {s,2s} and [a + 1,a + 3ps| (a subset of [[ 1] + 1,7n]) are disjoint
L-free sets in [n], and so Lemma 15 implies that fmax(n, £) >MIS(G). It remains to show that G
contains at least 3#()/3=2pn/B(p+1)(3p*~1)=6 1aximal independent sets.

Observe that for each ¢ € [ps] there is an edge in G between a+¢ and a+ps+1i (since {s,a+1i,a+
i+ ps} is an L-triple), an edge between a+ i+ ps and a+ i+ 2ps (since {s,a+1i+ps,a+i+2ps} is
an L-triple) and an edge between a + i and a + i + 2ps (since {2s,a +i,a+ 1+ 2ps} is an L-triple).
Also since a > (n — s)/p — 1, we have p(a + 1) + s > n and hence there are no further edges in G.

Hence G is a collection of ps disjoint triangles, where 4 vertices in G have loops ((p+1)s, (p+2)s,
(2p + 1)s and (2p + 2)s). So G has at least 37°~* maximal independent sets. Now observe:

pe(n) (p—1)n n 1| n p’—p 1 1
4 R > i Vn-p-5
ps 3 Lsp 1 373101 " \32—1 331" 7

P
—p—5
<p+1 1))n P

as required. n
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5.2. Upper bounds for px + qy = z. Let £ denote the equation px + qy = z where p > ¢, p > 2
and p,q € N. For such £, the next simple result provides an alternative bound to Theorem 4.

Lemma 22. Let L denote the equation px + qy = z where p > q, p > 2 and p,q € N. Then
fmax(na ‘C) < f(L(n - p)/QJ ’ ‘C)
Proof. Set C:=[[*/2]] and B := [|**| + 1,n]. In particular, B is L-free. Notice that every
maximal L-free subset of [n] can be found by selecting an £L-free subset S C C and then extending
it in B to a maximal one. Suppose we have such an L-free subset S. By Lemma 12, the number of
such extensions of S is at most MIS(Lg[B]).

For any L-triple {x,y, z} in [n] satisfying px + qy = z, since z < n, we must have z < % and
y < %. Hence x,y € C. This means that there are no L-triples in [n] which contain more than
one element from B. Thus the link graph Lg[B] must only contain isolated vertices and loops. So

Ls[B] has precisely one maximal independent set. Hence the number of maximal L-free subsets of
[n] is bounded by the number of choices of S in C' which are L-free, i.e. f([(n—p)/q],L). O

Lemma 22 together with Theorems 3 and 9 immediately implies Theorem 6.
The next result gives a further upper bound on fynax(n, £) for certain linear equations £. Notice
that for such £, Theorem 5 yields a better bound than Theorem 4.

Theorem 5. Let £ denote the equation px + qy = z where p > ¢ > 2 are integers so that
p < ¢* —qand ged(p, ¢) = ¢. Then

Fmax(n, £) < 2We) = (n)/2+o(n)

Proof. Let F denote the set of containers obtained by applying Lemma 7. Since every L-free
subset of [n] lies in at least one of the 2°") containers, it suffices to show that every F' € F houses
at most 2(#c()=Hz(M)/2+0(n) £ free sets.

Let F € F. By Lemmas 7(i) and 8, F' = AU B where |A| = o(n), |B| < pc(n) and B is L-free.
Note that we can add all the elements of M (n) to B (and thus F') whilst ensuring that |B| < uz(n)
and B is L-free. So we may assume that M,(n) C B. By Theorem 1, min(B) = | "= | —t for some

pHa
o _ -1 Ln
non-negative integer ¢t < (pﬂip}q)[r-m and |B| < [(p—;qf)nl — |Et], or [B| < qq+q+)1
Case 1: min(B) = | J | —tfor0 <t < (piZi;}q)LP—FqJ Write F' = XUY where Y C [| -] +1,7]
is L-free, and X C [1, | ;- ]]. Note that |X| = t' + o(n) and |Y] < [%ql)"} — [Bt] =t +o(n)

where ' < t. Also Mg(n) C Y. Choose S C X to be L-free. Consider the link graph Lg[Y]
and observe that by Lemma 12, N(S,Y) < MIS(Ls[Y]). (Recall N(S,Y’) denotes the number of
extensions of S in Y to a maximal L-free set.)

Since p < ¢* — ¢, by Lemma 14 Lg[Y] is triangle-free. By definition, M(n) is an independent
set in Lg[Y] and so MIS(Lg[Y])=MIS(Lg[Y \ M,(n)]). Therefore Theorem 13(ii) implies that
MIS(Lg[Y])< 20V I=IMe()D/2 - Qverall, this implies that the number of £-free sets contained in F
is at most

olX| o o(IY[=IMc(n)])/2 < 2t/+o(n)+(uz(n)—u2(n)—Lgtj —1)/2 2(ug(n)—u2(n))/2+o(n)’

as desired.

Case 2: |B| < %jﬁ? In this case |F| < %:QT + o(n). Choose any L-free S C A (note there

are at most 2°") choices for S). Consider the link graph Lg[B] and observe by Lemma 12 that
N(S,B) < MIS(Lg[B]). Similarly as in Case 1 we have that MIS(Lg[B])=MIS(Lg[B’]) where
= B\ Mg(n). By Theorem 13(i),

MIS(Lg[B]) < 31B1/2 < 3@ D0/ (@ +a+1)~ui(n)/3) < glue(m) -z (m)/2+o(n)
14



The last inequality follows since pc(n) =n— [n/(p+q)| and Mg(n) ={s: s> [(n—p)/q],q1 s}
since ged(p, q) = q.
To see this, first note that
(¢—1)%n

pr(n) = T —o(n).

Hence for the inequality to hold we require that
9((@+1)/(a*+q+1)=(¢*~2¢+1)/(¢*)) ~ g((p+a—1)/(p+a)—(a>~2¢+1)/(¢*))

Let a :=logy 8. This rearranges to give

(1-a)(¢* —q) +¢* + ¢
(20 —=1)¢* + (a—1)(¢* +q— 1)
Since p > ¢ it suffices to show that (3a —2)¢> + (a — 2)(¢* + q) + (2 — 2a) > 0. This indeed holds
since q > 2.
Overall, this implies that the number of £-free sets contained in F is at most 2(#2 (n)—p (n))/2+o(n)
as desired. O

p>

The proof of Theorem 5 actually generalises to some other equations pz+qy = z where ged(p, q) #
q (but still p < ¢®> — ¢q). However, in these cases Theorem 6 produces a better upper bound on
fmax(n, £). The next result summarises when Theorem 4, 5 or 6 yields the best upper bound on
fmax(n, L£). We defer the proof to the appendix.

Proposition 23. Let L denote the equation px + qy = z where p > q, p > 2 and p,q € N. Up to
the error term in the exponent, the best upper bound on fmax(n, L) given by Theorems 4, 5 and 6
18:
(i) fmax(n, £) < e =uzm)/3Te) if ged(p,q) = q, p > ¢%, and either ¢ <9 or 10 < ¢ < 17
and p < (a —1)(¢® — q*)/(q(2 —a) — 1) where a :=logs(8);
(i1) fmax(n, £) < 20etmuz (/2500 if ged(p,q) = q and p < ¢* — g;
(iii) fumax(n, £) < 20e(Ln=p)/a)to(n) otherwise.

5.3. Lower bounds for pr + qy = z. The following result provides lower bounds on fiax(n, £)
for all equations £ of the form px + qy = z where p > ¢ > 2.

Proposition 24. Let L denote the equation px + qy = z where p > q > 2 are integers. Suppose
that n > 2p. In each case fmax(n, L) > 2° where £ is defined as follows:

(i) €= (n(g—1) = pg+q—24°) /4" if p > ¢*,

(it) £:= (n(p —q) —p* + 4> — 2pq)/(pa) if 4 < p < ¢,
fiii) €= (n — 6g)/2q if p = q.
Proof. For each case, we shall let B := [| | + 1,71/, and consider the link graph G := L1}[B].
Since B and {1} are L-free, by Lemma 15 it suffices to show that there is an induced subgraph of G
which contains at least 2¢ maximal independent sets. For each case we will find an induced perfect
matching on 2¢ vertices in G. (Note there are 2¢ maximal independent sets in such a matching.)

More specifically, for each case we shall find an interval I := [a,b] for some a,b € V(G) and
let J := {qi + p|i € I}. Note that all edges in G (other than at most one loop) are of the form
{i,qi + p} and {i,pi + q}. By our choice of I and J, G[I U J] will form a perfect matching on 2|I|
vertices if the following conditions hold:
(1) ga+ p > b (which ensures that I N J = 0),
(2) gb+ p < n (which ensures that J C [n]),
(3) pa + g > n (which ensures that the only edges in G are of the form {i, gi + p}),
(4)

p + q < a (which ensures that there is no loop at a vertex in G[I U J]).
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Notice that actually we do not require condition (3) to hold in the case when p = ¢. Indeed, this is
because in this case an edge {i,pi + ¢} in G is the same as the edge {7, qi + p}. Further, there is at
most one loop in G (if p+ ¢ € B). So even if (4) does not hold we will obtain an induced matching
in G on 2|I| — 2 vertices.

Thus, to obtain an induced matching in G on 2|I| — 2 vertices it suffices to choose a and b so
that (1)—(3) hold except when p = ¢ when we only require that (1) and (2) hold.

By choosing b := [(n —p)/q], (2) holds since ¢b +p = q[(n —p)/q] +p < q(n —p)/q+p=n.

If p > ¢? then set a := [(n — q)/¢*] + 1. Then a € B and further pa + ¢ > q¢*a + q >
¢*((n—q)/¢*) +q=nand qa+p>qa+q* > q((n—q)/¢*) +¢* =n/qg—1+¢* > [(n—p)/q] =b.
So (1) and (3) hold.

If ¢ < p < ¢®thenset a:= |(n—q)/p] +1. So a € B. Further, pa+q > p((n—q)/p) +q=n
and ga+p > q((n—q)/p) +p=qn/p—¢*/p+p>qn/¢* —q+p>n/qg> [(n—p)/q] =b. So (1
and (3) hold.

Ifp=gseta:=|n/(p+q)|+1=1[n/(29)| +1 € B. Observe that ga +q > qn/2qg+q > n/2 >
|(n—q)/q| = b since ¢ > 2. So (1) holds.

Now calculating the size of the interval I = [a,b] in each case proves the result:

elfa=1[(n—q)/¢*] +1,then [I| -1 = |(n—p)/q] = ([(n—q)/¢*) +1) > (n—p)/q—1 -
(n—q)/¢* —1=(n(g—1) — pg+q—2¢%)/¢*

e Ifa=[(n—q)/p]+1, then [I|-1=|(n—p)/q] —([(n—q)/p] +1) > (n—p)/qg—1—(n—
q)/p—1=(n(p—q) —p*+ ¢ —2pq)/(pq).

o Ifa = [n/(pt+q)]+1then |I|-1 = [(n—p)/q]—(In/(p+q)]+1) = (n—p)/q—1-n/(p+q)—1 =
(o — (p+29)(p+q))/(a(p + q)) = (qn — 6¢%)/(2¢*) = (n — 64)/2q. .

Although the lower bounds in Proposition 24 do not meet the upper bounds in Theorems 5 and 6
in general, Theorem 5 and Proposition 24(iii) do immediately imply the following asymptotically
exact result.

Theorem 25. Let £ denote the equation 2z + 2y = z. Then fuax(n, £) = 27/4+o()

Since submitting this paper, we have also given a general upper bound on fi,ax(n, £) for equations
L of the form pz + qy = rz where p > ¢ > r are fixed positive integers (see [20]). In particular,
our result shows that in the case when p = ¢ > 2, r = 1 the lower bound in Proposition 24(iii) is
correct up to an error term in the exponent.

6. CONCLUDING REMARKS

The results in the paper show that the parameter fiax(n, £) can exhibit very different behaviour
depending on the linear equation £. Indeed, Theorem 4 gives a ‘crude’ general upper bound on
fmax(n, £) for all homogeneous three-variable linear equations £. (It is crude in the sense that, in
the proof, we do not use any structural information about the link graphs.) However, this bound
is close to the correct value of fmax(n, L) for certain equations £ (Proposition 21). On the other
hand, for many equations this bound is far from tight (Theorem 5). Further, for some equations
(r +y = z and 2z 4+ 2y = z) the value of fyax(n, L) is tied to the property that any triangle-
free graph on n vertices contains at most 2"/2 maximal independent sets. Theorem 6 and upper
bounds we have obtained since submitting this paper (see [20]) suggest though that the value of
fmax(n, £) for other equations £ may depend on completely different factors. Further progress on
understanding the possible behaviour of fi,ax(n, £) would be extremely interesting.

We conclude by briefly describing some results concerning equations with more than three vari-
ables. First observe the following simple proposition.
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Proposition 26. Let L1 denote the equation p1x1 + - - - + prxr = b where p1,...,pk, b € Z and let
Lo denote the equation (p1 + p2)x1 + psxa + -+ + ppxr—1 = b. Then pr, (n) < pe,(n).

The proposition is just a simple consequence of the observation that any solution to the equation
Lo gives rise to a solution to the equation £;. So all £i-free subsets of [n] are also Lo-free.
Note that for the equations £ which satisfy the hypothesis of the following corollary, the interval
[[n/(p+q)] +1,n] is L-free. Hence by applying the above proposition along with Corollary 2, we
attain the following result.

Corollary 27. Let L denote the equation a1xy + -+ apxp +biy1 + -+ bpye = c121+ - + Cmzm
where the a;, bi,c; € N and p' :== >, a5, ¢ ==, b and v’ := >, ¢;. Let t' := ged(p',¢',7") and
write p := p'/t', q :== ¢ /t' and r := 7' Jt'. Suppose that r = 1. Then for sufficiently large n, we
have pc(n) =n—|n/(p+q)].

One can define a link hypergraph Lg[B] analogous to the notion of a link graph defined in
Section 2.3 (i.e. now hyperedges correspond to solutions to £ involving at least one element of
S). We remark that the removal and container lemmas of Green [18] that we applied do hold for
homogeneous linear equations on more than three variables. By arguing as in Lemma 22 (but by
considering a link hypergraph), one can obtain the following simple result.

Proposition 28. Let L denote the equation p1x1+- - -+psts =12 wherepy > ps > - >ps>1r > 1
are positive integers. Then fuax(n, L) < f(|rn/ps], L).

In [20] we obtain further results concerning the number of maximal solution-free sets for linear
equations with more than three variables. However the proof method does not use structural results
such as Theorem 13, and only work for some linear equations. Obtaining similar structural results
for the number of maximal independent sets in (non-uniform) hypergraphs would help to attain
(general) upper bounds for the number of maximal solution-free sets.
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APPENDIX A
In this appendix we give the proof of Claim 18 and Proposition 23.

A.1. Proof of Claim 18. We use induction on k. Recall that p > ¢ > 2. For the base case k = 6
we directly calculate (4). First note that

P+l -+ P 1+p( P+
¢ +q+1 T+p@+ P+t + P+ +q+1)
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(- + I+ -1+ + 1)
(@P+a+ )"+ + P+ + P+ +q+1))]

and so we have
2
¢ +1 6 5, 4, .3, 2
= Co) (@ +at P+ P g+ ))
(q2+q+1 6)(¢ +r(@”+q¢ +q¢"+¢ +q+1)
@+ -+ + - D@+ P+ D)@+ @+t + P P a1
(@ +aq+1)(@"+p(®++a* + B +¢*+q+1))

Since p > g > 2 every power of ¢ in the numerator has a coefficient of at least 1 in both
expressions, hence the numerator as a single polynomial in ¢ has positive coefficients. Hence we

can make our fraction smaller by dropping lower powers of q. We then make further use of p > g > 2
to get the desired result:

@+ e-DC+"+ -+ @+ D) +p@®+ '+ P+ +q+1)
(P+q+D)(@"+p(*+ @+t + @+ +q+1))

o 07+ Cp—1gt + (0 + D" + (0° +2p — 1)¢°
_(q2+q+1)(q7+p(q6+q5+q4+q3+q2+q+1))

q12 + (2 —Dg'' + (P* + 1)q10 + (p* +2p — 1)¢°

(p+1)g'°
CH-Detr @) Pl prdpt3  pAp 3 4plg> 6=k
p+1 (p+1)q p+1 (p+1)q

For the inductive step, assume that (4) holds for k. It suffices to show that Cy > Ciy1 as then
the result holds for k + 1:

2 k
¢+ 1 s @ +1 k+1 ;
<q2+q+1 k+1 pz q+q+1 Ck )4 Pizgq
2 k—1
q +1 .
S ( —c)( n Z>> k>k+ 1.
2\ Z 71 q ploq > gk >

For k even, we have C = Ci41 by definition. For k odd, consider the following calculations:

0) D1 = 2 X (-D(=0)) = ¢ (T (D)) = —g**1 +¢*

i=0

i=0
(i) Dy := pq’“”( kimq ) —pq’“<(k§)/2 q”) = —pq",
(i) D3 —p<k§q ) <@io( 1)(—Q)i) —zo(jg1 qi) I:j(—l)(—q)") = pg"t! — pg”,
(iv) Dy := pZ(]:g q") (kl 1:)/2 q2') pQ(l::: qi) ((k:;/z qQ") = p*q~.

Using these we have



(Zk:(—l)(—q)’) +p<(ki_21‘;/2 ¢ (kf(—l)(—q)i) +p<(k§‘;/2 ¢*)

i=0 i=0
Cr — Ci1 =

q* +p<l:Z_:; qi) _ gt +p(j§:: qi)
_ D1+D2;D3+D4 .
(¢ (5 0)) (2 +0(5 )

_ 1)kt 2 _ k
_ (=D + " =2p+1)g >0,

(- er( o)) a(30))

where the last inequality follows since p, q > 2. O

A.2. Proof of Proposition 23. Suppose that ged(p, q) = g. To prove (ii) it suffices to show that
pe(n) — pz(n) < 2uc(l(n —p)/al) + o(n).

Since pe(n) = (p+q—1n/(p +q) + o(n), pe(l(n —p)/a]) = (p+a—1)n/q(p + q) + o(n) and

wh(n) = (g —1)?n/q* + o(n), it is easy to check that this inequality holds.

To prove (iii) in the case where ¢ := ged(p, q) # ¢, it certainly suffices to show that 2u,(|(n —
p)/q]) < pr(n) — pp(n) +o(n). In this case we have pj(n) = (¢ —1)(t —1)/(qt) + o(n), and hence
it suffices to show that ¢t < (pg+ ¢*> —p — q)/(p + 2q — 2). First note that t < ¢/2 and so q¢ # 1.
Now observe that t(p +2q — 2) < q(p +2q —2)/2 = pq/2 + ¢*> — ¢ < pg+ ¢*> — p — q and so our
inequality on t holds as required.

To prove (iii) in the case where ged(p, ¢) = g and p > ¢?, it suffices to show that

(p+g—1)n (p+q—1)n_(q—1)2n
2 (taa < 3 3t 3¢2

Let a :=logs(8). The inequality can be rearranged to give

p((2-a)g—1) = (a—1)(¢* — q).
If ¢ > 10 then ((2 — a)g — 1) is positive and so we require p > (a — 1)(¢*> — q)/((2 — a)qg — 1). Note
that for ¢ > 18 this always holds since p > ¢*> > (a — 1)(¢®> — q)/((2 — a)qg — 1).
To prove (i), suppose that ged(p, ¢) = ¢. It suffices to show that

(pta—Dn _ (g-1)%n (p+g—1)n
3 3(ta) 32 < 2 e |

or rearranging

p((2=a)g—1) < (a—1)(¢* — q).
If ¢ <9 then ((2 —a)g — 1) is negative and so the inequality holds as the right hand side is non-
negative. If 10 < g < 17 then the inequality holds if p < (@ — 1)(¢*> — q)/((2 — a)q — 1). O
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