
Results on Integer and Extended Integer Solutions

to Max-linear Systems

Peter Butkovič∗
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Abstract

This paper follows on from, and complements the material in, the
thesis [8], which focuses on integer solutions to systems of equations
in max-algebra. In this paper we present some results regarding the
descriptions of the set of integer solutions to the integer eigenproblem,
integer image problem and the two-sided system. Additionally, we
extend a number of the results in [8] to deal with the set of extended
integer solutions; specifically we show that many of the special cases
found for integer solutions can be modified to allow a description of all
extended integer solutions to be obtained in strongly polynomial time.

1 Introduction

In the max-algebra, for a, b ∈ R := R ∪ {−∞} we define a⊕ b = max(a, b),
a⊗ b = a+ b and extend the pair (⊕,⊗) to matrices and vectors in the same
way as in linear algebra, that is (assuming compatibility of sizes)

(α⊗A)ij = α⊗ aij ,
(A⊕B)ij = aij ⊕ bij , and

(A⊗B)ij =
⊕
k

aik ⊗ bkj .

Except for complexity arguments, all multiplications in this paper are in
max-algebra and we will usually omit the ⊗ symbol. Note that ε is used
to denote −∞ as well as any vector or matrix whose every entry is −∞. A
vector/matrix whose every entry belongs to R is called finite. By integer
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solution we mean a finite integer vector. An extended integer solution, often
written Z-solution, is a vector with entries from Z := Z ∪ {ε}.

We first detail the various max-algebraic systems which will be consid-
ered in this paper.

One-sided systems in max-algebra include the one-sided inequality, A⊗
x ≤ b, and the one-sided equality, A⊗x = b. Both are defined for A ∈ Rm×n

and b ∈ Rm. The max-algebraic eigenproblem and subeigenproblem are
A⊗ x = λ⊗ x and A⊗ x ≤ λ⊗ x respectively where A ∈ Rn×n and λ ∈ R.
As usual, a vector x 6= ε satisfying A ⊗ x = λ ⊗ x [A ⊗ x ≤ λ ⊗ x] will
be called an eigenvector [subeigenvector] of A with respect to eigenvalue
[subeigenvalue] λ.

The integer image, and extended integer image, problems are the prob-
lems of determining whether there exists an integer/extended integer point
in the column span of a matrix.

A two-sided max-linear system (TSS) is of the form,

A⊗ x⊕ c = B ⊗ x⊕ d

where A,B ∈ Rm×n and c, d ∈ Rm. If c = d = ε, then we say the system
is homogeneous, otherwise it is called nonhomogeneous. Nonhomogeneous

systems can be transformed to homogeneous systems [1]. If B ∈ Rm×k, a
system of the form

A⊗ x = B ⊗ y

is called a system with separated variables.
If f ∈ Rn then the function f(x) = fT ⊗ x is called max-linear. Max-

linear programming problems seek to minimise or maximise a max-linear
function subject to constraints given by one or two sided systems. Note
that, unlike in linear programming, there is no obvious way of converting
maximisation of max-linear functions to minimisation of the same type of
functions and vice versa.

The thesis [8] and related papers [3, 4, 5] deal with finding integer so-
lutions to systems of equations in the max-algebra. In particular one-sided
systems and the integer subeigenproblem are proved to be strongly polyno-
mially solvable, and pseudopolynomial algorithms are found for the existence
of an integer solution to the eigenproblem, the integer image problem and
the two-sided system. Additionally these previous papers present special
cases for which a full description of all integer solutions to each of these
problems can be described in strongly polynomial time. At the time of writ-
ing it is unknown whether any of these problems can be solved in polynomial
time.
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In Section 2 we present the necessary background results. Section 3
contains a description of the integer eigenvectors of a matrix based on the
non-critical components. In Section 4 we present a description of the integer
image set as the intersection of a number of sets of integer subeigenvectors.
Section 5 contains a description of the set of integer solutions to a two-sided
system as the intersection of a number of sets of integer solutions to one
sided systems.

Sections 6-11 deal with extended integer solutions. A full description
of all Z-solutions to the one sided systems and the subeigenproblem can
be achieved in strongly polynomial time by the results in sections 6 and 8.
In Sections 7, 9, 10 and 11 we present special cases for which we can find
extended integer solutions to the eigenproblem, image problem, two-sided
systems and the max-linear programming problem in strongly polynomial
time.

2 Preliminaries

We will use the following standard notation. For positive integers m,n, k we
denote M = {1, ...,m}, N = {1, ..., n} and K = {1, ..., k}. A vector whose
jth component is zero and every other component is ε will be called a unit
vector and denoted ej . The zero vector, of appropriate size, is denoted 0. If
a matrix has no ε rows (columns) then it is called row (column) R-astic and
it is called doubly R-astic if it is both row and column R-astic. Note that
the vector Ax is sometimes called a max combination of the columns of A.

Given a solution x to Ax = b, we say that a position (i, j) is active
with respect to x if and only if aij + xj = bi, it is called inactive otherwise.
Further, an element/entry aij of A is active if and only if the position (i, j)
is active. Related to this definition, we call a column Aj active exactly
when it contains an active entry. We also say that a component xj of x is
active in the equation Ax = Bx if and only if there exists i such that either
aij + xj = (Bx)i or (Ax)i = bij + xj .

For a ∈ R the fractional part of a is fr(a) := a − bac. For a matrix

A ∈ Rm×n we use bAc (dAe) to denote the matrix with (i, j) entry equal to
baijc (daije) and similarly for vectors. We define bεc = ε = dεe = fr(ε).

If A = (aij) ∈ Rn×n, then λ(A) denotes the maximum cycle mean, that
is,

λ(A) = max

{
ai1i2 + ...+ aiki1

k
: (i1, ..., ik) is a cycle, k = 1, ..., n

}
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where max(∅) = ε by definition. Note that this definition is independent of
whether we allow cycles to contain repeated nodes [1]. The maximum cycle
mean can be calculated in O(n3) time [1].

By DA we mean the weighted digraph (N,E,w) where E = {(i, j) :
aij > ε} and the weight of the edge (i, j) is aij . A is called irreducible if
DA is strongly connected (that is, if there is an i − j path in DA for any i
and j). If σ is a cycle in DA then we denote its weight by w(σ,A), and its
length by l(σ). A cycle is called critical if

w(σ,A)

l(σ)
= λ(A).

We denote by NC(A) the set of critical nodes, that is any node i ∈ N which
is on a critical cycle.

If λ(A) = 0, then we say that A is definite. If moreover aii = 0 for all
i ∈ N then A is called strongly definite.

For matrices with λ(A) ≤ 0 we define

A+ = A⊕A2 ⊕ ...⊕An and

A∗ = I ⊕A⊕ ...⊕An−1.

. Using the Floyd-Warshall algorithm; see, e.g., [1], A∗ can be calculated in
O(n3) time.

An n× n matrix is called diagonal, written diag(d1, ..., dn) = diag(d), if
its diagonal entries are d1, ..., dn ∈ R and off diagonal entries are ε. We use
I to denote the identity matrix, I = diag(0, ..., 0), of appropriate size.

If a, b ∈ R := R ∪ {+∞}, then we define a ⊕′ b := min(a, b). Moreover
a⊗′ b := a+ b exactly when at least one of a, b is finite, otherwise

(−∞)⊗′ (+∞) := +∞ and (+∞)⊗′ (−∞) := +∞.

This differs from max-multiplication where

(−∞)⊗ (+∞) := −∞ and (+∞)⊗ (−∞) := −∞.

The pair of operations (⊕′,⊗′) is extended to matrices and vectors similarly
as (⊕,⊗).

Note that, for α ∈ R, α−1 is simply −α in conventional notation. For
a vector γ we use γ(−1) to mean the vector with entries γ−1

i . Similarly, for

A ∈ R
m×n

, A(−1) = (a−1
ij ). For A ∈ R

m×n
we define A# = −AT ∈ R

n×m
. If

A = (aij) ∈ Rm×n then Aj stands for the jth column of A.
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A description of all solutions to the one-sided equality and inequality was
one of the first results proved in max-algebra. If A ∈ Rm×n and b ∈ Rm,
then, for all j ∈ N , define

Mj(A, b) = {t ∈M : atj ⊗ b−1
t = max

i
aij ⊗ b−1

i }.

Proposition 2.1 [1, 6, 7] Let A ∈ Rm×n, b ∈ Rm and x̄ = A# ⊗′ b.
(i) Ax ≤ b⇔ x ≤ x̄
(ii) Ax = b⇔ x ≤ x̄ and⋃

j:xj=x̄j

Mj(A, b) = M.

This can immediately be adapted to provide a simple description of all
integer solutions to these systems, as stated below.

Proposition 2.2 [3, 8] Let A ∈ Rm×n, b ∈ Rm and x̄ = A# ⊗′ b.
(i) An integer solution to Ax ≤ b exists if and only if x̄ is finite. If

an integer solution exists, then all integer solutions can be described as the
integer vectors x satisfying x ≤ x̄.

(ii) An integer solution to Ax = b exists if and only if⋃
j:x̄j∈Z

Mj(A, b) = M.

If an integer solution exists, then all integer solutions can be described as
the integer vectors x satisfying x ≤ x̄ with⋃

j:xj=x̄j

Mj(A, b) = M.

The integer subeigenproblem can also be solved completely in strongly
polynomial time. We denote the set of integer subeigenvectors by IV ∗(A, λ) =
{x ∈ Zn : Ax ≤ λx}.

Theorem 2.3 [3, 8] Let A ∈ Rn×n, λ ∈ R.
(i) IV ∗(A, λ) 6= ∅ if and only if

λ(dλ−1Ae) ≤ 0.

(ii) If IV ∗(A, λ) 6= ∅, then

IV ∗(A, λ) = {dλ−1Ae∗z : z ∈ Zn}.
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We will need the following known results.

Proposition 2.4 [7] Let A ∈ Rn×n, λ(A) > ε. Then (∃x ∈ Rn)Ax = λx⇒
λ = λ(A).

Lemma 2.5 [1] If NC(A) = N then, for all λ ∈ R,

Ax = λx⇔ Ax ≤ λx.

Lemma 2.6 [1] Let A,B ∈ Rn×nwith B = P−1AP where P is a permuta-
tion matrix. Then A and B have the same subeigenvalues.

3 Describing Integer Eigenvectors Using Non-critical
Indices

The set of integer eigenvectors is IV (A, λ) = {x ∈ Zn : Ax = λx}. From
Proposition 2.4 the only eigenvalue corresponding to finite eigenvectors is
λ(A). Thus when considering integer eigenvectors, we only have to find
solutions to Ax = λ(A)x. Observe that this means that we can assume
without loss of generality that the matrix is definite.

Given any definite matrix A ∈ Rn×n, we can perform a series of simul-
taneous permutations of the rows/columns so that A has the form

A =

(
A[C] B
D A[N − C]

)
(1)

where C = {i ∈ N : i is critical}. Then λ(A[C]) = 0 and every node in A[C]
is critical, so we know that IV (A[C], 0) = IV ∗(A[C], 0) by Lemma 2.5. Also
λ(A[N − C]) < 0 and hence IV (A[N − C], 0) = ∅ by Proposition 2.4.

Proposition 3.1 Let A ∈ Rn×n be a definite matrix written as in (1). If
x ∈ IV (A, 0) then

(i) x[C] ∈ IV (A[C], 0) = IV ∗(A[C], 0) and
(ii) x[N−C] ∈ IV ∗(A[N−C], 0)−IV (A[N−C], 0) = IV ∗(A[N−C], 0).

Proof. Suppose Ax = x, x ∈ Zn. Clearly A[C]x[C] ≤ x[C] and A[N −
C]x[N − C] ≤ x[N − C]. Now (i) follows from Lemma 2.5 and (ii) holds
since IV (A[N − C], 0) = ∅. �
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Suppose z ∈ IV ∗(A[C], 0). We would like to determine whether z can
be extended into an integer eigenvector of A.

Proposition 3.2 Let A be as defined in (1) and z ∈ IV ∗(A[C], 0). Then
there exists an integer vector y ∈ Zn−c such that A(zT , yT )T = (zT , yT ) if
and only if

BA[N − C]∗Dz ≤ z and

A[N − C]∗Dz ∈ Zn−c.

Proof. There exists such a y if and only if

By ≤ z and

Dz ⊕A[N − C]y = y.

Now, for Y ∈ Rn×n, ω ∈ Rn it is known [2] that if λ(Y ) < 0 then u = Y ∗ω
is the unique solution to ω ⊕ Y u = u. Together these give the result. �

We construct some necessary conditions for when z can be extended.

Proposition 3.3 Let A ∈ Rn×n be a definite matrix written as in (1). If
IV (A, 0) 6= ∅, then λ(dBA[N − C]∗De) ≤ 0.

Proof. For any x ∈ IV (A, 0) we have BA[N − C]∗Dx[C] ≤ x[C]. There-
fore BA[N − C]∗D has an integer subeigenvector. The result follows from
Theorem 2.3. �

Using this we can describe an (inefficient) method to search for integer
eigenvectors.

Proposition 3.4 Fix u ∈ Zn. Let z = dA[C]e∗u and y = A[N − C]∗Dz.
Then either x = (zT , yT )T ∈ IV (A, 0) or (∀x ∈ IV (A, 0))x[C] 6= z. Further,
all integer eigenvectors can be found in this way.

Corollary 3.5 Let A ∈ Rn×n be split into critical and non critical blocks
as in (1). Then

IV (A, 0) = IIm∗
((

dA[C]e∗
A[N − C]∗DdA[C]e∗

))
.

Proof. Any x ∈ IV (A, 0) has the form (zT , yT )T where z = dA[C]e∗u and
y = A[N − C]∗Dz = A[N − C]∗DdA[C]e∗u for some u ∈ Zc. �
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Corollary 3.5 therefore implies that the integer eigenproblem for an n×n
matrix can be solved by finding the integer image of the (n− c)× c matrix
A[N − C]∗DdA[C]e.

4 Using Subeigenvectors to Describe the Integer
Image Set

We consider the set of integer images in the max algebra, denoted

IIm(A) := {z ∈ Zm : (∃x ∈ Rn)Ax = z}.

We show that, for A ∈ Rm×n,

z ∈ IIm(A)⇔ z(−1) ∈
⋃
i

IV ∗(M (i), 0)

where the matrices M (i) are of size m×m and can be determined from A.
Recall that z(−1) = (z−1

j ).

Our problem is to find z ∈ Zm such that there exists x ∈ Rn with
A ⊗ x = z(−1). Equivalently, such that diag(z1, ..., zm) ⊗ A ⊗ x = 0. Now,
from Proposition 2.2, we know that a solution to B ⊗ x = 0 exists if and
only if x̄ = B# ⊗′ 0 is a solution. Therefore we can reinterpret our problem
as trying to find integers z1, ..., zm such that

(diag(z1, ..., zm)⊗A)⊗ [(diag(z1, ..., zm)⊗A)# ⊗′ 0] = 0. (2)

Rewriting this we get that z satisfies,

(∀i ∈M) max
t∈N

(
min
j∈M

(ait − ajt + zi − zj)
)

= 0. (3)

4.1 Description of the subeigenspaces

Proposition 4.1 Let A ∈ Rm×n. Then z(−1) ∈ IIm(A) if and only if

(∀i ∈M)(∃t ∈ N)(∀j ∈M) zi − zj ≥ ajt − ait.

Proof. We have that, z(−1) ∈ IIm(A) is equivalent to (3).
Observe that, for any i ∈M, t ∈ N we have

min
j∈M

(ait − ajt + zi − zj) ≤ 0
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since when j = i the term ait−ajt+zi−zj = 0. To ensure that the maximum
of a set of non positive numbers is equal to zero we require that at least one
of them is equal to zero. Thus (3) is equivalent to

(∀i ∈M)(∃t ∈ N) min
j∈M

(ait − ajt + zi − zj) = 0

⇔(∀i ∈M)(∃t ∈ N)(∀j ∈M) ait − ajt + zi − zj ≥ 0.

�

Definition 4.2 For k1, k2, ..., km ∈ N define M (k1,...,km) ∈ Rm×m by

(M (k1,...,km))ij =

{
0, if i = j;

ajki − aiki , if i 6= j.

Theorem 4.3 Let A ∈ Rm×n.

IIm(A) =

{
z : z(−1) ∈

⋃
IV ∗(M (k1,...,km), 0) where (k1, k2, ..., km) ∈ Nm

}
.

Proof. From Proposition 4.1 we know that z(−1) ∈ IIm(A) if and only if
there exists a set (k1, ..., km) of indices such that ki satisfies

(∀j ∈M) zi − zj ≥ ajki − aiki .

These are exactly the conditions for z to be a subeigenvector of the matrix
M (k1,...,km). �

Remark 4.4 Currently the number of matrices M (k1,...,km) we are construct-
ing is nm. It can be shown that, for each i, we only need to consider indices
ki such that there exists j with ajki −aiki = mint∈N (ajt−ait). However, for
each i, there could be up to n − 1 of these indices so we are still left with
(n− 1)m matrices to check.

We can construct a matrix B such that IIm(A) ⊆ {z : z(−1) ∈ IV ∗(B, 0)}.
We detail this in the proposition below.

Proposition 4.5 Let A ∈ Rm×n. Define B = (bij) ∈ Rm×m by

bij =

{
0, if i = j;

min
t∈N

(ajt − ait), if i 6= j.
(4)

Then
λ(dBe) > 0⇒ IIm(A) = ∅.
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Proof. From Theorem 4.3, it is sufficient to show that, for any set (k1, ..., km) ∈
Nm,

IV ∗(M (k1,...,km), 0) ⊆ IV ∗(B, 0).

Then, by Theorem 2.3,

λ(dBe) > 0⇒ IV ∗(B, 0) = ∅.

Take z ∈ IV ∗(M (k1,...,km), 0). For each i, j ∈M, i 6= j,

zi − zj ≥ ajki − aiki ≥ min
t∈N

(ajt − ait) = bij .

Thus z ∈ IV ∗(B, 0). �

Example 4.6

A =

 0 −1.2
0.9 0
2.2 −1.1

 .

Observe that IIm(A) = ∅ since each column of the matrix contains en-
tries with different fractional parts, and therefore at most one entry per
column can be active with respect to any integer image, meaning there are
not enough candidates for active entries.

The 3 × 2 table below describes all the pairs of possible conditions that
z must satisfy to be in the image of A. In each row of the table we require
the equations in at least one cell to be satisfied in order to have an integer
image.

z1 − z2 ≥ 0.9 z1 − z2 ≥ 1.2
z1 − z3 ≥ 2.2 z1 − z3 ≥ 0.1

z2 − z1 ≥ −0.9 z2 − z1 ≥ −1.2
z2 − z3 ≥ 1.3 z2 − z3 ≥ −1.1

z3 − z1 ≥ −2.2 z3 − z1 ≥ −0.1
z3 − z2 ≥ −1.3 z3 − z2 ≥ 1.1

The table is related to the matrices M (r,s,t) as follows. Suppose we choose
the first cell in row 1, the second cell in row 2, and the first cell in row
3. Then we are looking for z that satisfies z1 − z2 ≥ 0.9, z1 − z3 ≥ 2.2,
z2 − z1 ≥ −1.2, z2 − z3 ≥ −1.1, z3 − z1 ≥ −2.2 and z3 − z2 ≥ −1.3. These
are exactly the conditions for M (1,2,1)z ≤ z.

Now

B =

 0 0.9 0.1
−1.2 0 −1.1
−2.2 −1.3 0

 , dBe =

 0 1 1
−1 0 −1
−2 −1 0

 .
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We calculate that λ(dBe) = 0 and can conclude that IV ∗(B, 0) 6= ∅. Hence
IIm(A) 6= IV ∗(B, 0).

Further in this example we claim that the only sets of indices (k1, k2, k3)
we have to consider are (1, 2, 1) and (2, 2, 1). This is since for all i, t ∈ {1, 2}
any integer subeigenvectors of the matrix M (i,1,t) will also be subeigenvectors
of the matrix M (i,2,t). To see this consider the second row of cells in the
table. If z satisfies M (i,1,t)z ≤ z then we know that z2 − z1 ≥ −0.9 and
z2− z3 ≥ 1.3 since we are choosing to satisfy the first cell in the second row.
Clearly though we are also satisfying z2 − z1 ≥ −1.2 and z2 − z3 ≥ −1.1
which are the pair of conditions in the second cell of this row and hence
M (i,2,t)z ≤ z also. The key here was that the minimum lower bound for both
z2 − z1 and z2 − z3 can be found in cell (2,2) of the table.

A similar argument shows that (∀i, j ∈ {1, 2}) IV ∗(M (i,j,2)) ⊆ IV ∗(M (i,j,1)).
Therefore we conclude that

{z(−1) : z ∈ IIm(A)} = IV ∗(M (1,2,1), 0) ∪ IV ∗(M (2,2,1), 0)

where

M (1,2,1) =

 0 0.9 2.2
−1.2 0 −1.1
−2.2 −1.3 0

 and M (2,2,1) =

 0 1.2 0.1
−1.2 0 −1.1
−2.2 −1.3 0

 .

Finally λ(dM (1,2,1)e) > 0 and λ(dM (2,2,1)e) > 0 by checking cycles (1, 3, 1)
and (1, 2, 1) respectively, confirming that IIm(A) = ∅ as expected.

The above example demonstrated that if there is a row i in the table
containing a cell s ∈ N such that

(∀j ∈M, j 6= i)ajs − ais = min
t∈N

ajt − ait

then, for any fixed choice of k1, .., ki−1, ki+1, .., km ∈ N ,

(∀j ∈M, j 6= i)IV ∗(M (k1,...,ki−1,j,ki+1,...,km), 0) ⊆ IV ∗(M (k1,...,ki−1,s,ki+1,...,km), 0).

Hence in this case we only have to consider ki = s when looking at which
matrices M (k1,...,km), (k1, ..., km) ∈ Nm to check.

Corollary 4.7 Let A ∈ R2×n and B be as defined in (4). Then IIm(A) =
{z : z(−1) ∈ IV ∗(B, 0)}.
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Proof. Since m = 2 we are looking for z ∈ Z2 and so the table of possible
inequalities will contain 2 rows of n cells each containing only one inequality.
This means that there will always be some cell containing the minimum lower
bound for all the inequalities considered in that row.

Formally let s1, s2 ∈ N be such that a2s1 − a1s1 = mint∈N a2t − a1t and
a1s2 − a2s2 = mint∈N a1t − a2t. Then, for fixed k2 ∈M,

(∀k1 ∈M)IV ∗(M (k1,k2), 0) ⊆ IV ∗(M (s1,k2), 0)

and for fixed k1 ∈M ,

(∀k2 ∈M)IV ∗(M (k1,k2), 0) ⊆ IV ∗(M (k1,s2), 0).

Hence IIm(A) = {z : z(−1) ∈ IV ∗(M (s1,s2), 0)} and M (s1,s2) = B. �

5 A description of integer solutions to TSS

Here we investigate how to use one-sided equalities (for which we can de-
scribe integer solutions in strongly polynomial time) to describe the set of
integer solutions to a two-sided system.

For A,B ∈ Rm×n, we write the TSS Ax = Bx as a simultaneous system
of one-sided equalities. Recall that 0 denotes the zero vector. We use
Ai• to denote the ith row of A. In a slight abuse of notation we write
x = (y1,≤ y2, y3)T to mean any vector x with x1 = y1, x2 ≤ y2 and x3 = y3.
For each row i we define

Ci :=

(
Ai•
Bi•

)
∈ R2×n.

Proposition 5.1 Let A,B ∈ Rm×n. Then Ax = Bx if and only if

(∀i ∈M)(∃αi ∈ R)Cix = αi0.

Proof. Clear since, for α = (αi) ∈ Rm, Ax = Bx⇔ Ax = α = Bx. �

For matrices A,B,C ∈ Rm × n and α ∈ R we define,

IS(C,α) := {x ∈ Zn : Cx = α0, α ∈ R} and

IS(A,B) := {z ∈ Zn : Az = Bz}.

We now consider how to find solutions to the system of one-sided equalities
described in Proposition 5.1.
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Example 5.2 Find x ∈ Z3, p ∈ R3 such that

C1x =

(
0 −1 1
−1 1 0

)
x =

(
p1

p1

)
, (5)

C2x =

(
0 0.2 0.5
−0.5 1 −1.1

)
x =

(
p2

p2

)
, (6)

C3x =

(
0.5 0 0.5
1 −0.5 0.5

)
x =

(
p3

p3

)
. (7)

From (5), it is clear that fr(p1) = 0 since x ∈ Zn. Thus we look for
α1 ∈ Z such that p1 = α1 and(

0 −1 1
−1 1 0

)
(α−1

1 x) =

(
0
0

)
.

From Proposition 2.2, we calculate that α−1
1 x ≤ (0,−1, 1)T with equality for

either rows 1 and 2 or rows 2 and 3. Therefore,

x ∈ IS(C1, p1) = {β(0,−1,≤ −1)T : β ∈ Z} ∪ {β(≤ 0,−1,−1)T : β ∈ Z}.

Now consider (6). Trivially, fr(p2) ∈ {0, 0.2, 0.5, 0.9}. But from Propo-
sition 2.2, p−1

2 x ≤ (0,−1,−0.5)T with equality for either rows 1 and 2 or
rows 2 and 3. Since x ∈ Z3 this implies p1 ∈ Z. Therefore

x ∈ IS(C2, p2) = {β(0,−1,≤ −1)T : β ∈ Z}.

From (7), using a similar method we see that fr(p3) = 0 or 0.5, and that

x ∈ IS(C3, p3) =IS(C3, 0) ∪ IS(C3, 0.5)

={β(−1, 0,≤ −1)T : β ∈ Z} ∪ {β(≤ −1,≤ 0, 0)T : β ∈ Z}.

Finally, let

A =

 0 −1 1
0 0.2 0.5

0.5 0 0.5

 and B =

 −1 1 0
−0.5 1 −1.1

1 −0.5 0.5

 .
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Then Ax = Bx if and only if

x ∈ IS(A,B) = IS(C1, p1) ∩ IS(C2, p2) ∩ IS(C3, p3)

=

z1

 0
−1
≤ −1

 : z1 ∈ Z

 ∪
z2

≤ 0
−1
−1

 : z2 ∈ Z




∩

z3

 0
−1
≤ −1

 : z3 ∈ Z


∩

z4

 −1
0
≤ −1

 : z4 ∈ Z

 ∪
z5

≤ −1
≤ 0
0

 : z5 ∈ Z


 .

In this case we see that IS(A,B) = ∅ since any x ∈ IS(C2, p2) has
x1 = 0 which implies that x /∈ IS(C3, p3).

The ideas outlined in this example can be applied to any system of the
form C(α−1x) = 0.

Proposition 5.3 Let A,B ∈ Rm×n. Then, for all i ∈ M we can describe
IS(Ci, pi) for all valid choices of pi in O(mn3) time.

Proof. For each of the m matrices there are at most n choices for the
fractional part of pi and for each choice at most n2 pairs of active entries.

�

Although the set of integer solutions to each of the one-sided systems
can be described in strongly polynomial time, it remains open to determine
whether we can efficiently find a point in the intersection of these one-sided
solution spaces.

6 Extended integer solutions to one-sided systems

For given A ∈ Rm×n, b ∈ Rm, we study the questions of whether there
exists a vector x ∈ Zn, x 6= ε, such that Ax = b . We call such a vector a
Z-solution. We define

IS(A, b) = {x ∈ Zn : Ax = b}.

Note that

IS(A, ε) = {x ∈ Zn : xj = ε if Aj 6= ε, j ∈ N}
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and, for b 6= ε, IS(ε, b) = ∅. Hence we assume that A 6= ε and b 6= ε.
Suppose bi = ε for some i ∈ M . Let Fi(A) = {j ∈ N : aij > ε}. Then

xj = ε for all j ∈ Fi(A) and we can remove the ith equation from the system
as well as any column Aj with j ∈ Fi(A). Therefore we may assume without
loss of generality that b is finite. We also assume without loss of generality
that A is doubly R-astic.

Proposition 6.1 Suppose A ∈ Rm×n is doubly R-astic, b ∈ Rm. A Z-
solution to Ax = b exists if and only if an integer solution exists.

Proof. The sufficient direction is obvious since Z ⊆ Z. So assume that x is
a Z-solution to Ax = b. Since b is finite,

(∀i ∈M)(∃j ∈ N)aijxj > ε.

Then A′x′ = b where A′ is obtained from A by removing columns Aj , j ∈
E(x) = {j ∈ N : xj = ε} and x′ is obtained from x similarly. In particular,
no column j of A with j ∈ E(x) is active and therefore we can replace the
ε entries in x with small enough integers to obtain a vector x′′ ∈ Zn such
that Ax = b. �

We define x̂ = bA# ⊗′ bc. For each j ∈ N set Mj = {i ∈ M : x̂j =
bi⊗a−1

ij }. The following theorem is an extension of [8, Proposition 2.1], and
is immediate from Proposition 2.1.

Theorem 6.2 Let A ∈ Rm×n be doubly R-astic and b ∈ Rm. Let x̂ =
bA# ⊗′ bc. Then

(i) Ax̂ ≤ b,
(ii) x ∈ IS(A, b) if and only if x ≤ x̂ and⋃

j:xj=x̂j

Mj = M.

Corollary 6.3 Ax = b has a Z-solution if and only if x̂ is a Z-solution.

7 Extended Integer Eigenvectors

Recall that V (A, λ) denotes the set of finite eigenvectors of A with respect
to λ, and let V (A) = V (A, λ(A)) denote the set of all finite eigenvectors
with respect to any eigenvalue. We use V (A, λ) to denote the set of all
eigenvectors with respect to λ, that is,

V (A, λ) := {x ∈ Rn : Ax = λx, x 6= ε}.
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Similarly we define the set of all Z eigenvectors with respect to some λ ∈ R
as follows,

IV (A, λ) := {z ∈ Zn : Az = λz, z 6= ε}.

Let Λ(A) := {λ ∈ R : (∃x ∈ Rn)Ax = λx, x 6= ε},

V (A) :=
⋃

λ∈Λ(A)

V (A, λ) and IV (A) := V (A) ∩ Z.

7.1 A description of the set of extended integer eigenvectors

In order to give a description of the set of Z eigenvectors we follow the
material in [1].

It is known [1] that if λ(A) = ε then Λ(A) = {ε} and V (A, ε) = {G⊗u :
u ∈ Rn} where G = (g1, ..., gn),

gj =

{
ej , if Aj = ε;

ε, otherwise.
(8)

It immediately follows that IV (A, ε) = {G ⊗ z : z ∈ Zn} in the case when
λ(A) = ε.

We assume for the rest of this section that λ(A) > ε. Any matrix A ∈
Rn×n can be transformed to Frobenius Normal Form (FNF) by simultaneous
permutations of the rows and columns [1]. That is

A11 ε . . . ε
A21 A22 . . . ε

...
...

...
Ar1 Ar2 . . . Arr

 (9)

where Aii are irreducible. We outline the main results for finding eigenvec-
tors x ∈ Rn of A below.

For A in FNF we partition the node set N into N1, ..., Nr. The conden-
sation digraph, CA, is defined [1] as the digraph

({N1, ..., Nr}, {(Ni, Nj) : (∃p ∈ Ni)(∃q ∈ Nj)apq > ε}).

We use Ni → Nj to mean that there is a directed path from a node in Ni to
a node in Nj . The nodes of CA with no incoming arcs are called the initial
classes, those with no outgoing arcs are called the final classes.

The following result classifies when a matrix has only finite eigenvectors.
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Theorem 7.1 [1] Let A = (aij) ∈ Rn×n. Then V (A) = V (A) if and only if
A is irreducible.

Let (λ−1A)+ = (γij) = (g1, ..., gn). Let

I(λ) = {i ∈ R : λ(Ni) = λ,Ni spectral}

and
NC(λ) =

⋃
i∈I(λ)

NC(Aii) = {j ∈ N : γjj = 0, j ∈ ∪i∈I(λ)Ni}.

Theorem 7.2 [1]Let (9) be a FNF of A ∈ Rn×n. Then

Λ(A) = {λ(Ajj) : λ(Ajj) = max
Ni→Nj

λ(Aii)}.

Theorem 7.3 [1]

V (A, λ) = {(λ−1A)+z : z ∈ Rn, zj = ε for all j /∈ NC(λ)}.

From this it is clear that Z-eigenvectors are vectors x ∈ Zn − {ε} which
are in the image of (λ−1A)+ with specific ε components. We will consider
the Z-image problem in Section 9.

7.2 A strongly polynomially solvable case

For a fixed choice of λ we look for Z-vectors x such that (λ−1A)x = x.
Observe that, if such a vector exists, then

xi ∈ Z⇒ (∃j ∈ N)aij ∈ Z is active with respect to x.

Let A ∈ Rn×n. If A has exactly one integer entry per row we say that
A satisfies Property OneIR. If a matrix has at most one integer entry per
row then we say it satisfies weak Property OneIR, or that it weakly satisfies
Property OneIR.

It was proved in [8] that the integer eigenproblem is strongly polyno-
mially solvable for matrices satisfying Property OneIR. Here we show that
the extended integer eigenproblem is strongly polynomially solvable for ma-
trices weakly satisfying Property OneIR. Indeed the problem can be solved
in strongly polynomial time under the assumption of weak Property OneIR
using the method for TSSs under weak Property OneFP which we develop
in Subsection 10.1. This is since the problem can trivially be written as
Ax = Ix. We summarise this in the result below.
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Theorem 7.4 Fix λ ∈ Λ(A). If λ−1A weakly satisfies Property OneIR, then
we can determine whether an Z-solution to Ax = λx exists using Algorithm
Z-SEP-TSS-P1 in O(m2(m2 + n2)) time.

In order to be able to describe the whole set of Z-eigenvectors for a
general matrix A in strongly polynomial time using this theorem we need
that, for every λ ∈ Λ(A), λ−1A weakly satisfies Property OneIR. This would
be guaranteed if A satisfied the following condition,

(∀i ∈ N)(∀j, t ∈ N, j 6= t)aij , ait ∈ R⇒ fr(aij) 6= fr(ait). (10)

We say that a matrix satisfying (10) is row typical.
Since |Λ(A)| ≤ n the following follows from Theorem 7.4

Corollary 7.5 If A is row typical then IV (A) can be described in strongly
polynomial time.

8 Extended Integer Subeigenvectors

The set of Z-subeigenvectors is,

IV
∗
(A, λ) := {x ∈ Zn : Ax ≤ λx, x 6= ε}.

In the same way as for eigenvectors, if λ = ε then IV
∗
(A, ε) = {G⊗ z :

z ∈ Zn} where G is defined in (8). Thus we can assume that λ > ε.
Observe that, for x ∈ Zn, Ax ≤ λx ⇔ dλ−1Aex ≤ x. The following is

then immediate, and is an extension of Theorem 2.3.

Proposition 8.1 Let A ∈ Rn×n and λ > ε. Then

x ∈ IV ∗(A, λ)⇔ x ∈ IV ∗(dλ−1Ae, 0).

It remains to describe all λ for which IV
∗
(A, λ) 6= ∅). We also show that,

for a Z matrix C, IV
∗
(C, 0) can be fully described in strongly polynomial

time. Thus the set IV
∗
(A, λ) can be found in strongly polynomial time also

by Proposition 8.1. We do this by following the known results about general
subeigenvectors from [1].

Theorem 8.2 [1] If A ∈ Rn×n, then

min{λ : (∃x ∈ Rn, x 6= ε)Ax ≤ λx} = min Λ(A).
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Corollary 8.3 IV
∗
(A, λ) 6= ∅ if and only if 0 ≥ min Λ(dλ−1Ae).

Proof. If IV
∗
(A, λ) 6= ∅, then IV ∗(dλ−1Ae, 0) 6= ∅ by Proposition 8.1 and

the result follows from Theorem 8.2.
For the other direction, assume that 0 ≥ min Λ(dλ−1Ae) and let B =

dλ−1Ae. Note that B ∈ Zn×n. Now, for all λ ≥ min Λ(B), there exists
x ∈ Rn such that Bx ≤ λx. Therefore ∃x ∈ Rn,

Bx ≤ x
∴(∀i ∈ N) max

j∈N
(bij + xj) ≤ xi

∴(∀i ∈ N) max
j∈N

(bij + bxjc) ≤ xi

∴(∀i ∈ N) max
j∈N

(bij + bxjc) ≤ bxic (∵ LHS is integer)

∴Bbxc ≤ bxc.

Hence Abxc ≤ λbxc. �

Let A be in FNF (see (9)) and R = {1, ..., r}. Lemma 8.4 and Corollary
8.5 can be deduced immediately from the proof of Theorem 4.5.14 in [1].
We state the proofs only for completeness.

Lemma 8.4 [1] Suppose Ax ≤ λx. If λ < λ(A[Nk]), then x[Nk] = ε.

Proof. If x[Nk] 6= ε then A[Nk]x[Nk] ≤ λx[Nk] which, since A[Nk] is
irreducible means that x[Nk] is finite and λ ≥ λ(A[Nk]). �

Corollary 8.5 [1] Suppose Ax ≤ λx. If λ < λ(A[Nk]) and Nk → Ni, then
x[Ni] = ε.

Proof. Assume x[Ni] 6= ε, so x[Ni] is finite. First suppose that there
exists an edge from some s ∈ Nk to some t ∈ Ni. So ast > ε. But then
λxs ≥ astxt > ε which implies that x[Nk] 6= ε, a contradiction.

If, instead, there is a path from some s ∈ Nk to some t ∈ Ni then we
can apply the same argument, formally by induction, to again reach the
contradiction that x[Nk] 6= ε. �

Define
I∗(λ) = {i ∈ R : λ(Ni) ≤ λ}.

Note that although (λ−1A)+, and hence also (λ−1A)∗, may contain +∞
values it holds that

(∀i ∈ I∗(λ)) λ(λ−1Aii) = λ−1λ(Aii) ≤ 0
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and hence (λ−1Aii)
∗ is finite (since Aii is irreducible) for all i ∈ I∗(λ).

Let N∗(A, λ) = {j ∈ Ni : i ∈ I∗(λ)}.

Proposition 8.6 Let A ∈ Rn×n and λ ∈ R with λ ≥ min Λ(A). Then

IV
∗
(A, λ) =

{ ⊕
j∈N∗(A,λ)

(λ−1A)∗jzj : zj ∈ Z
}
.

Proof. Let M = N∗(A, λ). By Lemma 2.6 we may assume without loss of
generality that A has the form (

∗ ε
∗ A[M ]

)
where A[M ] is in FNF.

Now λ ≥ λ(A[M ]) = maxi∈I∗(λ) λ(Aii) so we have that x ∈ IV ∗(A[M ], λ)
if and only if x = (λ−1A[M ])∗u for some u. It remains to observe the
following two points:

(1) If x̃ ∈ IV ∗(A[M ], λ), then (ε, x̃)T ∈ IV ∗(A, λ).
(2) If (x, x̃)T ∈ IV ∗(A, λ), then x = ε by Lemma 8.4 and x̃ ∈ IV ∗(A[M ], λ).

�

9 Extended Integer Image

Here, given A ∈ Rm×n doubly R-astic, we aim to decide whether there exist
z ∈ Zm such that A⊗ x = z. We call this the Z-image problem and define,

IIm(A) := {z ∈ Zm − {ε} : ∃x ∈ Rn, Ax = z}.

We call z ∈ IIm(A) a Z-image of A.

Observation 9.1 Let A ∈ Rm×n be doubly R-astic.
(i) If A is finite, then IIm(A) = IIm(A).
(ii) If A is not finite and m = 2, then IIm(A) 6= ∅. This is because there

exists a column of the form (
a1j

ε

)
or

(
ε
a2j

)
,

both of which have a Z-image.
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Since the interesting case of the Z-image problem is when the matrix is
not finite, the known algorithms for finding integer solutions cannot obvi-
ously be adapted. In this section we instead show that the Z-image problem
can be solved in strongly polynomial time in a special case.

We will use the following definitions.
A matrix Q is called a generalised permutation matrix if it can be ob-

tained from a diagonal matrix by permuting the rows and/or columns. We

use Pn to denote the set of permutations on N . For A ∈ Rn×n the max-
algebraic permanent is given by

maper(A) =
⊕
π∈Pn

⊗
i∈N

ai,π(i).

For a given π ∈ Pn its weight with respect to A is

w(π,A) =
⊗
i∈N

ai,π(i)

and the set of permutations whose weight is maximum is

ap(A) = {π ∈ Pn : w(π,A) = maper(A)}.

9.1 NNI matrices and Z-solutions

We assume that maper(A) > ε. Then, from [1], there exists a generalised
permutation matrix Q such that A⊗Q is strongly definite. As in [8] we say
that a strongly definite matrix A is called nearly non integer (NNI) if the
only integer entries are the zeros on the diagonal.

The result below extends [8, Theorem 3.21] to extended integer images.

Theorem 9.2 Let A ∈ Rn×n be a strongly definite NNI matrix. Then it
holds that

IIm(A) = IV
∗
(A, 0) = IV (A, 0)− {ε}.

Claim 9.3 Let A ∈ Rn×n, n ≥ 3, be strongly definite and NNI. Then for
any x ∈ Rn satisfying A⊗ x = z ∈ Zn, z 6= ε all aii are active.

Proof. [of Claim] Let A be a strongly definite, NNI matrix. Suppose that
there exists a vector x satisfying A⊗ x = z ∈ IIm(A) and let I = {i ∈ N :
zi > ε}.

Note that for any i ∈ N − I it holds that aii is active since maxj(aij +
xj) = ε means that all aij are active. So we must prove that aii are active
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when i ∈ I. Suppose for a contradiction that there exists i ∈ I such that aii
is inactive. Then there exists k1 ∈ N , k1 6= i, such that aik1 is active and
hence xk1 ∈ R− Z.

Observe that k1 ∈ I since zk1 ≥ ak1k1 + xk1 = xk1 > ε. Further ak1k1 is
inactive because xk1 /∈ Z.

So ∃k2 ∈ N, k2 6= k1 such that ak1,k2 is active and k2 ∈ I. Then it holds
that

ak1,k2 + xk2 ≥ ak1,k1 + xk1 = xk1 . (11)

We know that there is an active element in every row so consider row
k2. Then ak2,k2 is inactive because xk2 /∈ Z and zk2 > ε. Further ak2,k1 is
inactive since, if not, ak2,k1 + xk1 > ak2,k2 + xk2 = xk2 which together with
(11) would imply that the permutation in Pn containing the cycle (k1, k2)
and sending all other indices to themselves has strictly positive weight, which
is a contradiction.

Thus ∃k3 ∈ N, k3 6= k1, k2 such that ak2,k3 is active, k3 ∈ I and we have

ak2,k3 + xk3 > ak2,k2 + xk2 = xk2 . (12)

Consider row k3. Again it can be seen that both ak3,k3 and ak3,k2 are
inactive. Further we show that ak3,k1 is inactive. If it was active then we
would have ak3,k1 +xk3 > xk1 which together with (11) and (12) would imply
that the permutation containing the cycle (k1, k2, k3) and sending all other
indices to themselves would have strictly positive weight, a contradiction.

Thus ∃k4 ∈ N, k4 6= k1, k2, k3 such that ak3,k4 is active and k4 ∈ I.
Continuing in this way we reach k|I| such that k|I| ∈ I and ak|I|k|I| is

inactive, meaning that there exists kj /∈ {k1, ..., k|I|} such that kj ∈ I which
is impossible. Hence all aii are active. �

Proof. [of Theorem 9.2] We have shown that, if A is strongly definite,
NNI and n ≥ 3, then all the diagonal elements are active. Clearly this is
also true if n = 1. If n = 2, then the matrix is either finite (for which the
result holds from [8]) or has an ε entry on the off diagonal, which implies
that integer entries are active with respect to a Z-image.

Thus, if z ∈ IIm(A), then A ⊗ x = z for some x with aii active for all
i ∈ N . But then (∀i) aii + xi = zi and hence x = z. Thus z ∈ IV (A, 0). We
conclude that IIm(A) = IV (A, 0) for matrices of this type. �

Corollary 9.4 If A is strongly definite, NNI and y ∈ Zn, then

Ax = y ⇒ x = y.
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We finish this section with some observations about powers of NNI ma-
trices.

Corollary 9.5 If A is strongly definite and NNI, then ∀t ∈ N,

IIm(At) = IV (At, 0).

Proof. Assume x ∈ IIm(At). Then there exists y ∈ Rn such that x =
Aty = A(At−1y) and so x ∈ IIm(A). Then by Theorem 9.2 x ∈ IV (A, 0) ⊆
IV (At, 0). Hence IV (At, 0) ⊇ IIm(At). The other inclusion is clear. �

Corollary 9.6 If A is NNI then
(i) (∀r ∈ N)IIm(Ar) = IIm(A).
(ii) (∀r ∈ N)IV (Ar, 0) = IV (A, 0).
(iii) (∀r, s ∈ N)IIm(As) = IV (Ar, 0).

Proof. Fix t ∈ N. Then

IV (A, 0) = IIm(A) ⊇ IIm(At) = IV (At, 0) ⊇ IV (A, 0)

so all these sets are equal. Hence for all r, s ∈ N,

IIm(Ar) = ... = IIm(A2) = IIm(A) = IV (A, 0) = IV (A2, 0) = ... = IV (As, 0)

�

Example 9.7 It is possible for matrices B that are not NNI to satisfy
IIm(B) = IV (B, 0).

Let

A =

 0 −0.2 −0.2
0.2 0 −0.3
−0.1 −0.2 0

 .

Then

B := A2 =

 0 −0.2 −0.2
0.2 0 0
0 −0.2 0


is not NNI but is the square of a NNI matrix so satisfies IIm(B) = IV (B, 0)
by Corollary 9.5.
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10 Extended Integer Solutions to Two-sided Sys-
tems: a Special Case

For A ∈ Rm×n, B ∈ Rm×k doubly R-astic we study the problem of determin-
ing whether there exist Z-solutions to Ax = By or Ax = Bx. The following
statement is obvious.

Proposition 10.1 Let A,B ∈ Rm×n. The problem of finding x ∈ Zn satis-
fying Ax = Bx is equivalent to finding x ∈ Zn, y ∈ Rm such that(

A
B

)
x =

(
I
I

)
y

where I ∈ Rm×m.

Hence it is sufficient to only consider systems with separated variables.
First we describe a case where, for the question of existence, it is sufficient

to consider finite integer solutions only.

Proposition 10.2 If either of A,B is finite then there exist non trivial

x ∈ Zn, y ∈ Zk such that Ax = By if and only if there exist x ∈ Zn, y ∈ Zk
satisfying Ax = By.

Proof. Suppose that (x, y) is a Z-solution to Ax = By and, without loss of
generality, that A is finite. Since x 6= ε by assumption we have A⊗ x = γ ∈
Rm.

Hence for each i we have maxj(aij +xj) = γi = maxt(bit + yt) where the
maximum values are attained for finite aij , xj , bit, yt. Let x′ ∈ Zn be obtained
from x by replacing each ε component with a small enough integer. Define
y′ similarly. Then Ax′ = γ = By′ since we have not changed the active finite
entries of x and y and the new integer components are small enough not to
influence the maximums. The other direction is trivial. �

In what follows, we develop a method to find an extended integer solution
to Ax = By in strongly polynomial time in a special case. This uses the
special case for integer solutions from [3, 8] which we recap below.

Let A ∈ Rm×n, B ∈ Rm×k. We say (A,B) satisfies Property OneFP if
for each i ∈M there is exactly one pair (r(i), r′(i)) such that

air(i), bir′(i) ∈ Z, and

for all i ∈M , if j 6= r(i) and t 6= r′(i), then

aij , bit > ε⇒ fr(aij) 6= fr(bit).
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Theorem 10.3 [3, 8] Let A ∈ Rm×n, B ∈ Rm×k satisfy Property OneFP.
For all i, j ∈M let

wij = max(daj,r(i)e − ai,r(i), dbj,r′(i)e − bi,r′(i)).

Then an integer solution to Ax = By exists if and only if λ(W ) ≤ 0. If this
is the case then Ax = By = z−1 where z ∈ IV ∗(W, 0) and x and y can be
found using Proposition 2.2.

10.1 A strongly polynomial method to find Z solutions to
two sided systems weakly satisfying Property OneFP

We say that the pair (A,B) is said to weakly satisfy Property OneFP if for
each i there exists at most one pair (air(i), bir′(i)) sharing the same fractional
part.

Throughout this section we assume that A ∈ Rm×n, B ∈ Rm×k are dou-
bly R-astic matrices such that (A,B) weakly satisfy Property OneFP. Fur-
ther we assume without loss of generality that, for each row containing two
entries with the same fractional part, the entries (air(i), bir′(i)) are integer.

Claim 10.4 We can assume without loss of generality that the matrices
satisfy Property OneFP.

Proof. Assume that no entry in row i of A shares its fractional part with
an entry in row i of B. Then we have

max
j

(aij + xj) = ε = max
t

(bit + yt).

Let Tx(i) = {j ∈ N : aij > ε} and Ty(i) = {t ∈ K : bit > ε}. Note that
|Tx(i)|, |Ty(i)| > 0. Then xj = ε for all j ∈ Tx(i) and yt = ε for all t ∈ Ty(i).

Therefore we can remove row i from the system as well as columns Aj , j ∈
Tx(i) and Bt, t ∈ Ty(i). This can be repeated until either x = ε = y, in which
case we conclude that no non trivial solution exists, or until we are left with
A′, B′ which satisfy Property OneFP . �

In light of this we develop a subroutine for an algorithm which will take a
pair (A,B) weakly satisfying Property OneFP and convert to a pair (A′, B′)
satisfying Property OneFP such that Ax = By has a Z-solution if and only
if A′x′ = B′y′ has a Z-solution.
Subroutine 1: Convert to Property OneFP

Input: A ∈ Rm×n, B ∈ Rm×k doubly R-astic weakly satisfying Property
OneFP.
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Output: Matrices A′, B′ satisfying Property OneFP and sets Tx, Ty such
that xj = ε, ∀j ∈ Tx and ∀yj = ε, j ∈ Ty or indication that no Z-solution
exists.
(1) A′ := A,B′ := B, Tx := ∅, Ty := ∅.
(2) R := {i : (∀j ∈ N, t ∈ K)fr(a′ij) 6= fr(b′it)}.

If R = ∅ then STOP: output A′, B′, Tx, Ty.
(3) Take some i ∈ R. Set

Tx(i) = {j ∈ N : a′ij > ε} and Ty(i) = {t ∈ K : b′it > ε}.
(4) Tx := Tx ∪ Tx(i), Ty := Ty ∪ Ty(i)

Remove row i from both A′ and B′.
Remove columns A′j , j ∈ Tx from A′ and B′t, t ∈ Ty from B′.

(5) If there exists an ε row in either A′ or B′ remove it.
If A′j = ε then remove the column from A′ and add j to Tx.
If B′j = ε then remove the column from B′ and add j to Ty.

(6) If Tx = N or Ty = K STOP: no Z-solution to Ax = By. Else go to (2).
It is important to note that we keep the original numbering of columns

throughout this subroutine and all other steps described in this section.

Proposition 10.5 Subroutine 1 is correct and runs in O(m2nk) time

Proof. Correctness follows from the proof of Claim 10.4.
Further, each iteration requiresO(mnk) operations and there are at most

m iterations (each time we do not halt a row is removed from the system).
�

We will first show how to find a Z-solution to Ax = By in a special case.
Suppose that A,B ∈ Rn×n and that the active entries air(i) and bir′(i) are

spread over all columns in A and B respectively. Then, by swapping columns
if necessary, we can assume without loss of generality that r(i) = i = r′(i).

Recall that Theorem 10.3 says, if we construct the matrix W = (wij),
i, j ∈ N where

wij = max(daj,r(i)e − ai,r(i), dbj,r′(i)e − bi,r′(i)),

then an integer solution to Ax = By exists if and only if λ(W ) ≤ 0. In
particular λ(W ) = 0 is a sufficient condition for Ax = By to have a Z
solution since wii = 0.

To deal with the case λ(W ) > 0 we will need the following result. We will
use W (A,B) to denote the matrix W calculated from A and B according
to Theorem 10.3.
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Proposition 10.6 Suppose A,B ∈ Rn×n and r(i) = i = r′(i). Let S ⊆ N .
If W = W (A,B) then W [S] = W (A[S], B[S]).

Proof. By definition the ith row of W is equal to HT where

H = a−1
ir(i)dAr(i)e ⊕ b

−1
ir′(i)dBr′(i)e = a−1

ii dAie ⊕ b
−1
ii dBie.

So row i of W is linked only to columns Ai and Bi.
Further the ith column of W is equal to

dai1e − a11

dai2e − a22
...

daine − ann

⊕

dbi1e − b11

dbi2e − b22
...

dbine − bnn


so the ith column of W is linked only to the ith rows of A and B

Therefore, for any i ∈ N , W [N − i] = W (A[N − i], B[N − i]). This
argument can be repeated to obtain W [S] = W (A[S], B[S]). �

Now we show that, when λ(W ) > 0, we can identify a set T such that,
for any Z-solution of Ax = By it holds that xj = ε = yj for all j ∈ T . Recall

that, for a matrix G ∈ Rn×n, DG is the digraph associated with D.

Proposition 10.7 Suppose A,B ∈ Rn×n, r(i) = i = r′(i) and λ(W ) > 0.
Let σ be a critical cycle with S = {i ∈ N : i is a vertex on the cycle σ in DW }.

Define

T = {j ∈ N : ∃i ∈ S such that aij > ε or bij > ε}.

If Ax = By, x, y ∈ Zn, then xi = yi = zi = ε for all i ∈ T .

Proof. Since
∑

i∈S liσ(i) = |S|λ(W ) > 0 it holds that,

(∀i ∈ S) max(daσ(i)r(i)e − air(i), dbσ(i)r′(i)e − bir′(i)) = wiσ(i) > ε. (13)

Hence, for all i ∈ S, at least one of aσ(i)r(i) or bσ(i)r′(i) is finite.

Suppose that a non trivial Z-solution to Ax = z = By exists and some
i ∈ S satisfies zi > ε. Then, since aiixi = zi = biiyi, we conclude that xi > ε
and yi > ε.

In fact,
(∀i ∈ N)xi = ε⇔ yi = ε⇔ zi = ε. (14)

Now, since i = r(i) = r′(i) by (13), we have aσ(i)i > ε or bσ(i)i > ε which
implies that zσ(i) > ε and hence xσ(i) > ε and yσ(i) > ε. Continuing this
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argument, and using the fact that σ(i) 6= i for all i ∈ S, we conclude that
for all i ∈ S, zi, xi, yi > ε.

This implies A[S]x[S] = z[S] = B[S]y[S] has an integer solution. There-
fore λ(W (A[S], B[S])) = 0. This is a contradiction since, using Proposition
10.6 and the fact that σ is critical in W we get,

0 = λ(W [S]) = λ(W ) > 0.

Hence we have shown zi = ε for all i ∈ S.
Fix i ∈ S. Then maxj(aij + xj) = ε = maxj(bij + yj) which implies

xj = ε for all j ∈ {j ∈ N : ∃i ∈ S such that aij > ε} := T ′. Similarly
yj = ε for all j ∈ {j ∈ N : ∃i ∈ S such that bij > ε} := T ′′. Observe that
T ′ ∪ T ′′ = T and hence by (14) xi = yi = zi = ε for all i ∈ T . �

Remark 10.8 In fact, this proof shows that if w(σ,W ) > 0 then any node
i on σ in DW satisfies xi = yi = zi = ε, as well as any node accessible from
S.

So we propose a subroutine that, when given a pair of square matrices
(A,B) satisfying Property OneFP with r(i) = i = r′(i), determines whether
a Z-solution to Ax = By exists.
Subroutine 2: Solve a special square case

Input: A ∈ Rn×n, B ∈ Rn×n doubly R-astic satisfying Property OneFP
with r(i) = i = r′(i).

Output: Indication whether or not a Z-solution to Ax = By exists.
(1) Calculate W = W (A,B).

If λ(W ) = 0 STOP: solution exists, output A,B,W .
(2) S := {i ∈ N : i is critical in W}.

T (0) := {j ∈ N : ∃i ∈ S such that aij > ε or bij > ε} ⊇ S.
(3) Set l = 1.

(3.1) T (l) = {j ∈ N : ∃i ∈ T (l − 1) such that aij > ε or bij > ε}
(3.2) If T (l) = N STOP: no solution.
(3.3) If T (l) = T (l − 1) go to (4).
(3.4) l := l + 1, go to (3.1).

(4) T := T (l)
(5) A := A[N − T ], B := B[N − T ], xi = yi = zi = ε for all i ∈ T.
(6) Go to (1).

Proposition 10.9 Subroutine 2 is correct and terminates after O(n4) op-
erations.
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Proof. Correctness follows from Proposition 10.7 and noting that if the
pair (A,B) satisfies Property OneFP with r(i) = i = r′(i) then so does
(A[N − T ], B[N − T ]). Observe that the loop in step (3) uses the fact that
if zi = ε for i ∈ T (l − 1) then there may be finite entries ait or bit where
t /∈ T (l − 1). In this case also zt = xt = yt = ε by (14) so we add these
indices to the list T (l). Also this loop will terminate since |T (l)| ≤ n and
the algorithm stops if no new index is added to T (l − 1).

In each iteration where a solution is not found at least two rows and
columns are removed from each matrix, this is since σ is never a loop in DL

so |T̄ | ≥ |S| ≥ 2. Therefore there are at most dn2 e iterations. Each iteration
is completed in O(n3) time. �

Now we show how to use Subroutine 2 to determine whether a general
TSS satisfying Property OneFP has a Z-solution. To do this we transform

matrices A ∈ Rm×n, B ∈ Rm×k satisfying Property OneFP to square matri-
ces Asc, Bsc also satisfying Property OneFP with the extra condition that
the entries air(i), bir′(i) are spread over all columns. We do this in such a way

that Ax = By has a Z-solution if any only if Ascx′ = Bscy′ has a Z-solution,
and further x, y are easily described using x′, y′.

Given A ∈ Rm×n, B ∈ Rm×k satisfying Property OneFP we calculate
the square counterparts, Asc, Bsc ∈ Rm×m, as follows:
Subroutine 3: Calculate square counterparts

Input: A ∈ Rm×n, B ∈ Rm×k doubly R-astic satisfying Property OneFP
.

Output: Square Asc, Bsc satisfying Property OneFP with r(i) = i = r′(i).
(1) F := {1− fr(aij) : i ∈M, j ∈ N} ∪ {1− fr(bij) : i ∈M, j ∈ K}.
(2) C(Aj) := {i ∈M : r(i) = j} = {i ∈M : aij ∈ Z},
C(Bl) := {i ∈M : r′(i) = l} = {i ∈M : bil ∈ Z}.

(3) For each j ∈ N ,
If |C(Aj)| = 1, then column Aj remains unchanged.
If |C(Aj)| = 0, then column Aj is removed.
If |C(Aj)| > 1, choose 0 < δA < 1 with δA /∈ F . Column Aj is replaced

by |C(Aj)| columns Ascjp , p ∈ C(Aj) where

ascijp =

{
aij if i ∈ (M − C(Aj)) ∪ {p}
aij − δA if i ∈ C(Aj)− {p}.

(4) For each l ∈ K,
If |C(Bl)| = 1, then column Bl is unchanged.
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If |C(Bl)| = 0, then column Bl is removed.
If |C(Bl)| > 1, choose 0 < δB < 1 with δB /∈ F ∪ {δA}. Column Bl is

replaced by |C(Bl)| columns Bsc
lq
, q ∈ C(Bl) where

bscilq =

{
bil if i ∈ (M − C(Bl)) ∪ {q}
bil − δB if i ∈ C(Bl)− {q}.

Remark 10.10 Calculating Asc from A ∈ Rm×n requires O(m2n) opera-
tions.

It should be observed that choosing δA and δB can be done efficiently
since there are at most mn+mk+ 1 values that they cannot take. Further,
this choice of δA, δB preserves Property OneFP since we only subtract δA
from integer entries of A, meaning that the only fractional part we add to
the left hand side of the system is 1− δA. Similarly, the only fractional part
added to the right hand side of the system is 1− δB.

If Ascjp corresponds to column Aj in A, then we say that Ascjp is the
counterpart, of Aj . Similarly for B

Proposition 10.11 Let A ∈ Rm×n, B ∈ Rm×k satisfy Property OneFP and
Asc, Bsc be the square counterparts of A and B. A Z-solution to Ax = By
exists if and only if a Z-solution to Ascx̄ = Bscȳ exists.

Proof. We show that

(∃x ∈ Zn)Ax = z ⇔ (∃x̄ ∈ Zm)Ascx̄ = z

where, in both equations, only integer entries are active in rows for which
zi > ε. Note that, if zi = ε, then integer entries are still active because every
entry in row i is active. An almost identical argument can be used to show
the same holds for B and Bsc.

If |C(Aj)| = 0, then column Aj is inactive and so a solution exists if and
only if a Z-solution exists with xj = ε. This justifies the deletion of such
columns from Asc.

If |C(Aj)| = 1, then let Ascj be the counterpart of Aj in Asc.
If |C(Aj)| > 1, then let Ascjp , p ∈ C(Aj) be the counterparts of Aj in Asc,

where the integer entry in Ascjp is ascpjp = apj .
For all j ∈ N let |C(Aj)| = αj .
First assume that Ax = z for some x ∈ Z and only integer entries in A

are active.
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Let
x̄ = (x1, ..., x1, x2, ..., x2, ..., xn, ..., xn)T ∈ Zm

where each xj is repeated |C(Aj)| times.
Then Ascx̄ = z where integer entries are active.
For the other direction assume that Ascx̄ = z where integer entries are

active.
Observe first that if Ascjp and Ascjq correspond to the same column Aj ,

then x̄jp = x̄jq To see this note that ascpjp + x̄jp = zp and ascqjq + x̄jq = zq.
Therefore

apj + x̄jp = ascpjp + x̄jp = zp > ascpjq + x̄jq = apj − δA + x̄jq and

aqj + x̄jq = ascqjq + x̄jq = zq > ascqjp + x̄jp = aqj − δA + x̄jp .

Hence x̄jq + δA > x̄jp > x̄jq − δA which, since x̄ ∈ Zm means that x̄jp = x̄jq .
Therefore we can set xj = x̄j if |C(Aj)| ≥ 1 and xj = ε otherwise to

obtain x such that Ax = z. �

We propose the following algorithm to determine whether or not Ax =
By has a Z-solution in the case when (A,B) weakly satisfy Property OneFP.

Algorithm: Z-SEP-TSS-P1

Input: A ∈ Rm×n, B ∈ Rm×k weakly satisfying Property OneFP.
Output: Indication of whether or not Ax = By has a Z-solution.

(1) Input A,B into Subroutine 1.
If output is no solution then STOP.
Otherwise output is A′, B′, Tx, Ty.

(2) Input A′, B′ into Subroutine 3 to obtain the square counterparts Asc, Bsc.
(3) Rearrange columns of Asc, Bsc so that r(i) = i = r′(i).
(4) Input Asc, Bsc into Subroutine 2.

If output is no solution, then STOP.
Otherwise, output Ā, B̄ and W̄ with λ(W̄ ) = 0 and so a solution exists.

Remark 10.12 If Z-SEP-INT-TSS outputs that a solution exists then we
can find a solution easily. Since λ(W̄ ) = 0 we can find an integer solution
to Āx = B̄y in polynomial time. By extending the vectors x, y with ε entries
if necessary we can obtain a Z solution to Ascx = Bscy. Using the ideas in
the proof of Proposition 10.11 we get a Z-solution to A′x = B′y which can
be adapted to obtain a Z-solution to the original problem.
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Theorem 10.13 Algorithm Z-SEP-TSS-P1 is correct and terminates after

O(m2(m2 + nk))

operations.

Proof. Correctness follows from Propositions 10.5, 10.9 and 10.11.
Running Subroutine 1 requires O(m2nk) operations, calculating Asc and

Bsc and rearranging columns requires O(m2(n+k)) operations and running
Subroutine 2 requires O(m4) operations. So in total the algorithm requires

O(m2nk+m2(n+ k) +m4) = O(m2(m2 + nk+ n+ k)) = O(m2(m2 + nk))

operations. �

Example 10.14 Applying Subroutine 1. Let

A =

 0 −0.5 ε
0.5 0 ε
−1.5 0 −0.5

 and B =

−0.6 1 ε
−1.6 −0.6 ε
ε ε 0

 .

We calculate R = {2}, Tx(2) = {1, 2}, Ty(2) = {1, 2}. Then

A′ =

(
ε
−0.5

)
, B′ =

(
ε
0

)
.

Now, since there exists an ε row we remove the first row from both A′

and B′. So
A′ =

(
−0.5

)
, B′ =

(
0
)

and we begin a new iteration.
Now R = {3} and Tx(3) = {3} = Ty(3) so Tx = N = Ty. Hence there is

no Z-solution to Ax = By.

Example 10.15 Calculating square counterparts. Let

A =

 0 −0.5 ε
0.5 0 ε
−1.5 0 −0.5

 and B =

−0.6 1 ε
−1.6 −1 ε
ε 0 0.6

 .

Let δA = 0.01 and δB = 0.02. In calculating Asc note that A1 will remain
the same, A3 will be removed and A2 will be split into two columns

Asc22 =

 −0.5
0

−0.01

 and Asc23 =

 −0.5
−0.01

0

 .
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Hence

Asc =

 0 −0.5 −0.5
0.5 0 −0.01
−1.5 −0.01 0

 , Bsc =

 1 0.98 0.98
−1.02 −1 −1.02
−0.02 −0.02 0

 .

So there exists a Z-solution to Ax = By if and only if there exists a Z
solution to Ascx′ = Bscy′. Further since Asc is finite such a solution exists if
and only if λ(W ) = 0, i.e. there exists an integer solution to Ascx′ = Bscy′.

Example 10.16 Applying Subroutine 2. Let

A =


0 −0.5 ε −0.5

0.5 0 ε ε
−1.5 ε 0 −0.5
−1.5 0.5 ε 0

 and B =


1 −0.6 ε −0.6
−0.6 −1 ε ε
−1.6 ε 0 ε
ε −0.6 −0.6 0

 .

Now

W =


0 1 −1 −1
1 0 ε 1
ε ε 0 0
0 ε 0 0


for which λ(W ) = 1 and σ = (1, 2) is a critical cycle.

So S = {1, 2} and T (0) = {1, 2, 4} since a14 > ε. Now T (1) = {1, 2, 3, 4}
since b43 > ε. But then this means that there is no Z solution.

Example 10.17 Determine whether there exists a Z solution to Ax = By
where

A =


0 −1.5 ε ε

0.5 0 ε ε
ε −0.5 0 −0.5

0.5 ε −0.5 0

 , B =


0 −0.6 ε −0.6
ε −1 ε ε
ε ε 0 ε
−0.6 0.6 0 0.6

 .

First note that (A,B) satisfies Property OneFP. So we calculate the
square counterparts using δA = 0.01 and δB = 0.02:

Asc = A,Bsc =


0 −0.6 ε ε
ε −1 ε ε
ε ε 0 −0.02
−0.6 0.6 −0.02 0

 .
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So we know that y4 is inactive and look for x ∈ Z4
and y = (y1, y2, y

(1)
3 , y

(2)
3 )T ∈

Z4
such that Ascx = Bscy. To do this we calculate that,

W =


0 1 ε 1
1 0 0 2
ε ε 0 0
ε ε 0 0


for which λ(W ) = 1 and σ = (1, 2).

So S = {1, 2} = T which gives us

Ā =

(
0 −0.5
−0.5 0

)
, B̄ =

(
0 −0.02

−0.02 0

)
, W̄ =

(
0 0
0 0

)
.

Now λ(W̄ ) = 0 and so a Z-solution exists. We have, for any α ∈ Z,

Ā

(
α
α

)
= B̄

(
α
α

)
which then means that

Asc


ε
ε
α
α

 = Bsc


ε
ε
α
α

 .

We conclude that

A


ε
ε
α
α

 = B


ε
ε
α
y4


for any small enough y4 ∈ Z.

We end this section with a necessary and sufficient condition for the
existence of a Z-solution to Ax = By under the assumption that Property
OneFP holds, this is Theorem 10.19 below. For this we will use the following
result.

Proposition 10.18 Suppose A ∈ Rm×n, B ∈ Rm×k satisfy Property OneFP.
Let Asc, Bsc ∈ Rm×m be the square counterparts of A and B. Then W (A,B) =
W (Asc, Bsc).
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Proof. Let W = W (A,B) and W sc = W (Asc, Bsc). Fix i ∈ M . Recall
that row i of W is equal to HT where

H = a−1
ir(i)dAr(i)e ⊕ bir′(i)dBr′(i)e.

Let p ∈M be such that Ascp corresponds to Ar(i) and ascip ∈ Z. Similarly let
q ∈M be such that Bsc

q corresponds to Br′(i) and bsciq ∈ Z.

Then row i of W sc is equal to GT where

G = (ascip)−1dAscp e ⊕ (bsciq )−1dBsc
q e.

Finally observe that air(i) = ascip , bir′(i) = bsciq and dAr(i)e = dAscp e, dBr′(i)e =
dBsc

q e so H = G. �

Theorem 10.19 Suppose A ∈ Rm×n, B ∈ Rm×k satisfy Property OneFP.
Let W = W (A,B). Then there exists a Z-solution to Ax = By if and only
if there exists T ⊆ N such that

λ(W [T ]) = 0 and (∀i ∈ T )(∀j ∈ N − T )wij = ε.

Proof. Let Asc, Bsc ∈ Rm×m be the square counterparts of A and B. We
know that there exists a Z-solution to Ax = By if and only if there exists a
Z-solution to Ascx̄ = Bscȳ. Further W (A,B) = W (Asc, Bsc) by Proposition
10.18. So we prove the result for Asc and Bsc.

For the rest of the proof we assume A := Asc, B := Bsc and r(i) = i =
r′(i).

To prove the necessary direction assume that Ax = z = By where
x, y, z ∈ Zm. Recall that (14) holds under our current assumptions and
let

T = {i ∈M : xi > ε} = {i ∈M : yi > ε} = {i ∈M : zi > ε}.

Then x[T ], y[T ] ∈ Z|T | and A[T ]x[T ] = B[T ]y[T ] meaning that λ(W [T ]) = 0.
Now assume that there exists i ∈ T, j ∈ N − T such that wij > ε. Then, by
definition of W either aji = ajr(i) > ε or bji = bjr′(i) > ε. Since xi, yi > ε
this implies that

zj ≥ max(aji + xi, bji + yi) > ε

a contradiction. Therefore wij = ε for all i ∈ T, j ∈ N − T .
For the sufficient direction assume

λ(W [T ]) = 0 and (∀i ∈ T )(∀j ∈ N − T )wij = ε.
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Let x, y, z ∈ Z|T | be such that A[T ]x = z = B[T ]y. Define x̄, ȳ, z̄ ∈ Zm by

x̄j =

{
xj if j ∈ T
ε else,

ȳj =

{
yj if j ∈ T
ε else

and z̄j =

{
zj if j ∈ T
ε else.

We claim that Ax̄ = z̄ = Bȳ. Clearly (Ax̄)i = z̄i = (Bȳ)i for all i ∈ T so we
need only show that (Ax̄)i = ε = (Bȳ)i when j ∈ N − T .

Fix j ∈ N − T . Now

(∀i ∈ T )wij = ε

∴(∀i ∈ T )aji = ε = bji

∴(∀i ∈ T )ajixi = ε = bjiyi

∴(∀i ∈ N)ajixi = ε = bjiyi.

This proves the claim and hence a Z-solution to Ax = By exists. �

11 Z-solutions to IMLP under weak Property OneFP

In Subsection 10.1 we described a strongly polynomial method to determine
whether Z-solutions to TSS weakly satisfying Property OneFP exist. Now
we explore whether this extends to a method for solving the IMLP when we
look for Z-solutions.

We will assume that f ∈ Rn.
For a matrix A and vector c we use (A|c) to denote the matrix obtained

from A by adding c as an extra, final, column.
Note that if either if (A|c) or (B|d) is finite then by Proposition 10.2 it

is enough to consider whether an integer solution exists and so our previous
methods hold. We therefore assume that A,B ∈ Rm×n and c, d ∈ Rm.
Further we assume throughout that the pair ((A|c), (B|d)) weakly satisfies
Property OneFP.

11.1 Maximisation (finite f)

For A,B ∈ Rm×n, c, d ∈ Rm, f ∈ Rn we want to find the optimal objective
value, and an optimal solution of

fT ⊗ x→ max

s.t Ax⊕ c = Bx⊕ d,
x ∈ Zn.

36



The first constraint is equivalent to

(A|c)
(
x
0

)
= (B|d)

(
x
0

)
.

We conclude that feasible solutions x ∈ Zn satisfy(
A|c
I

)(
x
0

)
=

(
B|d
I

)
y (15)

for some y ∈ Zn+1
.

We first test whether there exists a Z-solution to (15) using Algorithm
Z-SEP-TSS-P1 with input

A′ :=

(
A|c
I

)
, B′ :=

(
B|d
I

)
.

If no solution exists then the problem is infeasible.

For any x′ ∈ Zn+1
satisfying A′x′ = B′y we require that x′n+1 > ε

since any feasible solution has x′n+1 = 0. Algorithm Z-SEP-TSS-P1 first
removes columns j such that for any Z-solution x′j = ε. If it concludes
that x′n+1 = ε then the corresponding maximisation problem is infeasible.
When solving the equivalent problem with square counterparts the algorithm
removes columns j in which no integer entry appears. Since each column of
our input matrices contains a 0 entry from the identity column the algorithm
will not remove any more columns from the problem.

Now we consider the case when Algorithm Z-SEP-TSS-P1 concludes that
a Z-solution exists to A′x′ = B′y′ for which x′n+1 > ε.

Algorithm Z-SEP-TSS-P1 will output square counterparts Ā, B̄ of A′, B′

and W̄ . Let x̄ be the subvector of x′ with duplicated components correspond-
ing to the columns of Ā, (recall that Ā is obtained from A′ by removing
inactive columns and duplicating columns with more than one integer entry,
so the corresponding vector will have some duplicated components). We
know that Āx̄ = z̄ where z̄ ∈ IV ∗(W̄ , 0).

It should be observed here that x̄ contains all entries of x′ which can
be finite. So these are the only possibilities for active entries of fmax (for
fmax finite). Define f̄ to be the vector obtained from f by removing entries
corresponding to inactive columns and duplicating entries exactly as in x̄.

Let f̄max be the optimal objective value of the IMLP given by

f̄T ⊗ x̄→ max

s.t Āx̄ = B̄x̄

x̄ ∈ Zk.
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We also denote the optimal solution of this IMLP by x̄opt. Observe that
we can find the optimal solution to this system in strongly polynomial time
using the methods in [5]. We therefore have the following result for IMLPmax

under our current assumptions.

Theorem 11.1 Assume that the system weakly satisfies Property OneFP.
Then fmax = f̄max and an optimal solution x can be obtained from x̄opt by
condensing duplicated entries and setting the remaining values to ε.

11.2 Minimisation (finite f)

We will begin by proceeding as in the maximisation case, but the final result
obtained in this way will not be as strong.

For A,B ∈ Rm×n, c, d ∈ Rm, f ∈ Rn we want to find the optimal objec-
tive value, and an optimal solution of

fT ⊗ x→ min

s.t Ax⊕ c = Bx⊕ d
x ∈ Zn.

As before feasible solutions x ∈ Zn satisfy (15) for some y ∈ Zn+1 and
we test whether there exists a Z-solution to (15) using Algorithm Z-SEP-
TSS-P1 with input A′, B′ defined previously.

If A′x′ = B′y has no Z-solution, or if the algorithm concludes that for any
solution x′n+1 = ε then the corresponding minimisation problem is infeasible.
Otherwise Algorithm Z-SEP-TSS-P1 will output square counterparts Ā, B̄
of A′, B′ and W̄ . Let x̄ be the subvector of x′ with duplicated components.
We know that Āx̄ = z̄ where z̄ ∈ IV ∗(W̄ , 0).

Let f̄min be the optimal objective value of the IMLP given by

f̄T ⊗ x̄→ min

s.t Āx̄ = B̄x̄

x̄ ∈ Zk.

We also denote the optimal solution of this IMLP by x̄opt. Observe here
that we cannot say that fmin = f̄min as in the maximisation case. This is
because the algorithm finds the set of all possible finite components of x,
but for minimisation it could happen that a solution exists with less active
entries, so more components of x could be set to ε.
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Theorem 11.2 Assume that the system weakly satisfies Property OneFP.
Then fmin ≤ f̄min and an upper bound on xopt can be obtained from x̄opt by
condensing duplicated entries and setting the remaining values to ε.

It remains to fully solve the minimisation problem and to consider when
f ∈ Rn.
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