THE EXISTENCE OF DESIGNS VIA ITERATIVE ABSORPTION
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ABSTRACT. In a recent breakthrough, Keevash proved the Existence conjecture for combin-
atorial designs, which has its roots in the 19th century. We give a new proof, based on the
method of iterative absorption. Our main result concerns K lg”—decompositions of hypergraphs
whose clique distribution fulfils certain uniformity criteria. These criteria offer considerable
flexibility. This enables us to strengthen the results of Keevash as well as to derive a number
of new results, for example a resilience version and minimum degree version.

1. INTRODUCTION

The term ‘Combinatorial design’ usually refers to a system of finite sets which satisfy some
specified balance or symmetry condition. Some well known examples include balanced in-
complete block designs, projective planes, Latin squares and Hadamard matrices. These have
applications in many areas such as finite geometry, statistics, experiment design and crypto-

graphy.

1.1. Block designs and Steiner systems. In this paper, an (n,q,r, \)-design is a set X of ¢-
subsets (often called ‘blocks’) of some n-set V', such that every r-subset of V' belongs to exactly
A elements of X. (Note that this makes only sense if ¢ > r, which we assume throughout
the paper.) In the case when r = 2, this coincides with the notion of balanced incomplete
block designs. An (n,q,r, 1)-design is also called an (n,q,r)-Steiner system. There are some
obviously necessary ‘divisibility conditions’ for the existence of a design: consider some subset
S of V of size i < r and assume that X is an (n, g, r, \)-design. Then the number of elements
of X which cqntain S is A(Z:j)/ (9=%). We say that the necessary divisibility conditions are
satisfied if (977) divides A(I7}) for all 0 < i <.

The ‘Existence conjecture’ states that for given ¢, r, A, the necessary divisibility conditions
are also sufficient for the existence of an (n, g, r, A)-design, except for a finite number of excep-
tional n. Its roots can be traced back to work of e.g. Pliicker, Kirkman and Steiner in the 19th
century. Over a century later, a breakthrough result of Wilson [42, 43, 44] resolved the graph
case r = 2.

For r > 3, much less was known until relatively recently. In 1963, Erdés and Hanani [12]
proposed an approximate version of the Existence conjecture for the case of Steiner systems.
More precisely, they asked whether one can find blocks which cover every r-set at most once
and cover all but o(n”) of the r-sets, as n tends to infinity. This was proved in 1985 by
R6dl [34] via his celebrated ‘nibble’ method, and the bounds were subsequently improved by
increasingly sophisticated randomised techniques (see e.g. [1, 41]). Ferber, Hod, Krivelevich
and Sudakov [13] recently observed that this method can be used to obtain an ‘almost’ Steiner
system in the sense that every r-set is covered by either one or two g-sets.

Teirlinck [40] was the first to prove the existence of designs for arbitrary r > 6, via an
ingenious recursive construction based on the symmetric group (this however requires ¢ = r+1
and A large compared to ¢). Kuperberg, Lovett and Peled [27] proved a ‘localized central limit
theorem’ for rigid combinatorial structures, which implies the existence of designs for arbitrary
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q and r, but again for large A\. There are many constructions resulting in sporadic and infinite
families of designs (see e.g. the handbook [9]). However, the set of parameters they cover is
very restricted. In particular, even the existence of infinitely many Steiner systems with r > 4
was open until recently.

In a recent breakthrough, Keevash [20] proved the Existence conjecture in general, based
on the method of ‘Randomised algebraic constructions’. This method is inspired by Wilson’s
algebraic approach to the graph case as well as results on integral designs by Graver and
Jurkat [15].

In the current paper, we provide a new proof of the Existence conjecture based on the method
of iterative absorption. In fact, our main theorem (Theorem 3.7) is considerably more general
than this (as well as the results in [20]): it implies a number of new results about designs in
the ‘incomplete setting’, that is, when only a given subset E of all the possible r-sets of V' are
allowed in the blocks.

The method of iterative absorption was initially introduced in [23, 26] to find Hamilton
decompositions of graphs. In the meantime it has been successfully applied to verify the
Gyérfas-Lehel tree packing conjecture for bounded degree trees [19], as well as to find decom-
positions of dense graphs into a given graph F' [5, 6, 14]. We believe that the present paper
will pave the way for further applications beyond the graph setting.

1.2. Designs in hypergraphs. We will study designs in a hypergraph setting. Here a hyper-
graph H is a pair (V| E), where V is the vertex set and the edge set F is a set of subsets of V.
We identify H with E. In particular, we let |H| := |E|. We say that H is an r-graph if every

edge has size r. We let K,(f) denote the complete r-graph on n vertices.

Let H be some r-graph. A K(gr)—decomposition of H is a collection I of copies of chr) in
H such that every edge of H is contained in exactly one of these copies. More generally, a

(q,7, \)-design of H is a collection K of distinct copies of Kér) in H such that every edge of H

is contained in exactly A of these copies. Note that a (g, r, \)-design of K}(f) is equivalent to an
(n,q,r, \)-design.

For aset S C V with 0 < |S| < r, the (r—|S]|)-graph H(S) has vertex set V'\ S and contains
all (r —|S|)-subsets of V'\ S that together with S form an edge in H. (H(S) is often called the
link graph of S.) We say that H is (q,r, A)-divisible if for every S C V with 0 < |S| <r—1, we

have that (Z:Igl

existence of a (g, 7, \)-design of H. We say that H is K(Y)—divisible if H is (g,r,1)-divisible.
We let §(H) and A(H) denote the minimum and maximum (r — 1)-degree of an r-graph
H, respectively, that is, the minimum/maximum value of |H(S)| over all S C V(H) of size

) divides A|H (S)|. Similarly to Section 1.1, this is a necessary condition for the

r — 1. The following result guarantees designs not just for KT(LT), but also for r-graphs which
are allowed to be far from complete in the sense that they only have large minimum degree.

Theorem 1.1 (Minimum degree version). For all ¢ > r > 2 and A € N, there exists an ng € N
such that the following holds for all n > ngy. Let

o 7!
C‘]v"’ T 3. 14rq2r'

Suppose that G is an r-graph on n vertices with 6(G) > (1—cg .)n. Then G has a (q,7, \)-design
if it is (q,r, \)-divisible.

O

The main result of [20] implies a weaker version where cj

ek 1/q.
Note that Theorem 1.1 implies that whenever X is a partial (n, ¢, 7)-Steiner system (i.e. a set

- is replaced by some non-explicit

of edge-disjoint K(ET) on n vertices) and n* > max{ng,n/cg , } satisfies the necessary divisibility
conditions, then X can be extended to an (n*, ¢, r)-Steiner system. For the case of Steiner triple
systems (i.e. ¢ = 3 and r = 2), Bryant and Horsley [8] showed that one can take n* = 2n + 1,
which proved a conjecture of Lindner.



Theorem 1.1 motivates the following very challenging problem regarding the decomposition
threshold ¢, of KCST).

Problem 1.2. Determine the supremum cq, of all ¢ € [0, 1] with the following property: There

r)

exists ng € N such that for all n > ng, every Ké -divisible r-graph on n vertices with 6(G) >

(1 —c)n has a Kér)—decomposition.

Theorem 1.1 implies that ¢, > cj .. It is not clear what the correct value should be. We note

that for all , ¢, ng € N, there exists an r-graph G, on n > ng vertices with 6(G,,) > (1—b, lﬁg?)

such that G,, does not contain a single copy of KCST), where b, > 0 only depends on r. This
can be seen by adapting a construction from [24] as follows. Without loss of generality, we
may assume that 1/¢ < 1/r. By a result of [37], for every r > 2, there exists a constant b,
such that for any large enough ¢, there exists a partial (N,r,r — 1)-Steiner system Sy with
independence number a(Sy) < ¢/(r — 1) and 1/N < b, log q/q"~'. This partial Steiner system
can be ‘blown up’ (cf. [24]) to obtain arbitrarily large r-graphs H,, on n vertices with a(H,,) < ¢
and A(H,,) < n/N < b.nlogq/q"~t. Then the complement G, of H, is K( ") _free and satisfies
5(Gn) > (1 - br ll]og_t% )n

We now consider the graph case r = 2. A famous conjecture by Nash-Williams [31] on the
decomposition threshold of a triangle would imply that c32 = 3/4. Until recently, the best
bound for the problem was by Gustavsson [16], who claimed that c;o > 10737¢=%4. Tterated
absorption methods have led to significant progress in this area. For instance, the results in [14]
imply that cg2 = ¢} 5, where ¢ . denotes the fractional version of the decomposition threshold
(the triangle case ¢ = 3 was already obtained in [5]). This in turn has resulted in significantly
improved explicit bounds on ¢, 2, via results on fractional decompositions obtained in [4, 11].
In particular, the results from [4, 14] imply that 104 137 S g2 S +1’ where the upper bound
is conjectured to be the correct value. The results in [5, 14] make (implicit) use of Szemerédi’s
regularity lemma, whereas our proof avoids this, resulting in much more moderate requirements
on n.

1.3. Resilience and typicality. An important trend in probabilistic combinatorics has been
to study the resilience of r-graph properties with respect to local and global perturbations.
This was first systematically approached in an influential paper of Sudakov and Vu [39]. Recent
highlights include the transference results for random hypergraphs by Conlon and Gowers [10]
as well as Schacht [38].

Our main result implies the following local resilience version of the existence of designs,
which is new even in the graph case. Given two r-graphs H and L, define H A L to be the
r-graph on V(H)U V(L) whose edge set is (H \ L) U (L \ H). Let H,(n,p) denote the random
binomial r-graph on [n] whose edges appear independently with probability p.

Theorem 1.3 (Resilience version). Let p € (0,1] and q,r, A € N with ¢ > r and let
r‘pQT(qH)
3. 147" 2r "

Then the following holds whp for H ~ H,(n,p). For every r-graph L on [n| with A(L) <
c(q,r,p)n, H AL has a (q,r, \)-design whenever it is (q,r, \)-divisible.

c(q,r,p) =

Note that the case p = 1 implies Theorem 1.1.

The main result of [20] is actually a decomposition result for ‘typical’ hypergraphs (and
complexes). Here an r-graph H on n vertices is called (¢, h,p)-typical if for any set A of
(7 — 1)-subsets of V(H) with |A] < h we have |[(\gcq H(S)| = (1£ ¢)plin. (So in the 2-graph
case for example, this requires that any set of up to h vertices have roughly as many common
neighbours as one would expect in a binomial random graph of density p.) The main result
in [20] requires (¢, h, p)-typicality for ¢ < 1/h < 1/¢,1/X. We can relax this to more moderate
requirements on ¢ and h.
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Theorem 1.4. For all g,r,\ € N and ¢,p € (0,1] with ¢ > r and

(L1) c<p” () )(a'8),

there exists ng € N such that the following holds for all n > ng. Suppose that H is a
(c, 2r(qu),p)—typical r-graph on n vertices. Then H has a (q,r,\)-design if it is (q,7, \)-
divisible.

Note that whenever H is (c, h, p)-typical and A(L) < ~yn with V(L) = V(H), then H A L is
(c+hp~"y, h, p)-typical. Thus, the above theorem can also be applied to obtain a (g, r, \)-design

of HA L, with ¢+ 27 (qu)p_zr(qtr)'y playing the role of ¢ in (1.1).

1.4. Matchings and further results. As another illustration, we now state a consequence of
our main result which concerns perfect matchings in hypergraphs that satisfy certain uniformity
conditions on their edge distribution. Note that the conditions are much weaker than any
standard pseudorandomness notion.

Theorem 1.5. For all ¢ > 2 and £ > 0 there exists ng € N such that the following holds
whenever n > ng and q | n. Let G be a q-graph on n vertices which satisfies the following
properties:

e for some d > &, |G(v)| = (d£0.01&)n?~L for all v € V(G);

o cvery vertex is contained in at least En? copies of K, ;21;

o [G(v)NG(w)| > &ntt for all v,w € V(G).
Then G has 0.01&n71 edge-disjoint perfect matchings.

Note that for G = KSI), this is strengthened by Baranyai’s theorem [3], which states that
KT(LQ) has a decomposition into (Z:% ) edge-disjoint perfect matchings. More generally, the
interplay between designs and the existence of (almost) perfect matchings in hypergraphs has
resulted in major developments over the past decades, e.g. via the Rodl nibble. For more recent
progress on results concerning perfect matchings in hypergraphs and related topics, see e.g. the
surveys [35, 45, 46].

We discuss further applications of our main result in Section 3, e.g. to partite graphs (see
Example 3.10) and to (n,q,r, \)-designs where we allow any A < n?""/(11 - 7"q!), say (under
more restrictive divisibility conditions, see Corollary 3.13). We also note that, in a similar way
as discussed in [20, 21], the results of this paper can be combined with ‘counting versions’ of the
R6dl nibble (or corresponding random greedy processes) to obtain lower bounds on the number
of designs with given parameters. (Linial and Luria [29] showed that one can obtain good upper
bounds via entropy techniques.) These developments also make it possible to systematically
study random designs (see e.g. [28]). This can be done e.g. by analysing a random approximate
decomposition and showing that the leftover satisfies the conditions of Theorem 1.4.

1.5. Structure of the paper. In the following section, we will introduce our basic termin-
ology. In Section 3 we introduce supercomplexes and state our main theorem (Theorem 3.7).
We also give several applications. Section 4 is devoted to a brief outline of our proof method.
In Sections 5 and 6 we collect tools (which are mainly probabilistic) and observations for later
use. In particular, we prove the Boost lemma (Lemma 6.3), which allows us to ‘boost’ our
regularity parameters.

In Section 7 we introduce vortices (which form the framework for our iterated absorption)
and state the Cover down lemma (Lemma 7.4). The latter is the main engine behind the
iterative absorption process — it allows us to reduce the current decomposition problem to a
significantly smaller one in each iteration. We then construct absorbers (which deal with the
leftover from the iterative process) in Section 8. We combine all these results in Section 9
to prove our main theorem (Theorem 3.7) and also deduce Theorems 1.3, 1.4, 1.5 and 3.14.
Finally, in Section 10 we prove the Cover down lemma.



2. NOTATION

2.1. Basic terminology. We let [n] denote the set {1,...,n}, where [0] := (). Moreover,
[n]o := [n] U {0} and Ng := NU{0}. As usual, (}) denotes the binomial coefficient, where we

set (’Z) :==01if ¢ > n or i« < 0. Moreover, given a set X and i € Ny, we write ()f) for the
collection of all i-subsets of X. Hence, ()f) =(ifi>|X|. If F is a collection of sets, we define
Ur:=Uu fer f

We write X ~ B(n,p) if X has binomial distribution with parameters n,p, and we write
bin(n,p,i) = (?)p’(l —p)"~%. So by the above convention, bin(n,p,i) = 0 if i > n or i < 0.

We say that an event holds with high probability (whp) if the probability that it holds tends
to 1 as n — oo (where n usually denotes the number of vertices). If we use a probabilistic
argument in a proof in order to show the existence of a certain object, and a bounded number
of properties of this random object hold whp then we can assume that for large enough n there
is such an object that has all the desired properties.

We write z < y to mean that for any y € (0, 1] there exists an z¢p € (0,1) such that for
all z < z( the subsequent statement holds. Hierarchies with more constants are defined in
a similar way and are to be read from the right to the left. We will always assume that the
constants in our hierarchies are reals in (0,1]. Moreover, if 1/x appears in a hierarchy, this
implicitly means that x is a natural number. More precisely, 1/z < y means that for any
y € (0, 1] there exists an zp € N such that for all z € N with z > xy the subsequent statement
holds.

We write a = b+ cif b—c < a < b+ c. Equations containing + are always to be interpreted
from left to right, e.g. by + ¢; = by 4+ co means that by —c; > bs — ¢ and by +¢1 < bo + 3. We
will often use the fact that for all 0 < x < 1 and n € N we have (1 £ )" =1+ 2"x.

2.2. Hypergraphs and complexes. Let H be an r-graph. Note that H(()) = H. For a set
S CV(H) with |[S| <rand L C H(S), let SWL:={SUe : e € L}. Clearly, there is a natural
bijection between L and S'W L.

For i € [r — 1]o, we define §;(H) and A;(H) as the minimum and maximum value of |H(S)]
over all i-subsets S of V(H), respectively. As before, we let 6(H) := §,—1(H) and A(H) :=
Arfl(H). Note that 50(H) = A[)(H) == |H(®)| = |H|

For two r-graphs H and H', we let H — H' denote the r-graph obtained from H by deleting
all edges of H'.

Definition 2.1. A complex G is a hypergraph which is closed under inclusion, that is, whenever
¢ Cee G wehave ¢ € G. If G is a complex and i € Ny, we write G for the i-graph on
V(G) consisting of all e € G with |e| = i. We say that a complex is empty if @ ¢ G(©), that is,
if G does not contain any edges.

Suppose G is a complex and e C V(G). Define G(e) as the complex on vertex set V(G) \ e
containing all sets f C V(G) \ e such that eU f € G. Clearly, if e ¢ G, then G(e) is empty.
Observe that if |e| =i and r > i, then G (e) = G(e)"~9). We say that G’ is a subcomplex of
G if G’ is a complex and a subhypergraph of G.

For a set U, define G[U] as the complex on U N V(G) containing all e € G with e C U.
Moreover, for an r-graph H, let G[H| be the complex on V(G) with edge set

GIH] :={ec G : Cf) C HY,

and define G — H := G[G") — H]. So for i € [r — 1], G[H]® = G®. For i > r, we might have
G[H]® - G®. Moreover, if H € G"), then G[H]") = H. Note that for an ri-graph H; and
an ro-graph Ha, we have (G[H1])[H2| = (G[Hz])[H.1]. Also, (G — Hy) — Hy = (G — Hy) — Hy,
so we may write this as G — H; — Ho.

If G; and G9 are complexes, we define G; N Gy as the complex on vertex set V(G1) NV (Ga)
containing all sets e with e € G1 and e € GGo. We say that G; and G5 are i-disjoint if ng) ﬂGg)
is empty.
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For any hypergraph H, let HS be the complex on V(H) generated by H, that is,
HS :={e CV(H) : 3f € H such that e C f}.
For an r-graph H, we let H*" denote the complex on V(H) that is induced by H, that is,

H® == {e CV(H) : <i> C H}.

Note that (") = H and for each i € [r — 1]o, H7® is the complete i-graph on V (H). We
let K, denote the the complete complex on n vertices.

3. SUPERCOMPLEXES AND THE MAIN THEOREM

3.1. Supercomplexes. Our main theorem is a statement about ‘supercomplexes’, which we
now define. The definition involves three properties: regularity, density, extendability. We
require regularity primarily to apply the Rddl nibble (via Theorem 6.1). Moreover, we need
the density notion for our ‘Boost lemma’ (Lemma 6.3). Finally, extendability is needed to find
a special r-graph in G") that we need to build absorbers.

Definition 3.1. Let G be a complex on n vertices, ¢ € Nand r € [¢ — 1]o, 0 < e,d,§ < 1. We
say that G is

() (e,d,q,r)-regular, if for all e € G(") we have
G ()] = (d£e)n™;
(ii) (¢, q,7)-dense, if for all e € G("), we have
G (e)] > ¢nt™;

(iit) (€, q,r)-extendable, if G(") is empty or there exists a subset X C V(G) with |X| > ¢n
such that for all e € ()f), there are at least £&n?™" (q — r)-sets @ C V(G) \ e such that
(4 \{ey €GO
We say that G is a full (¢,&,q,r)-complex if G is
e (g,d,q,r)-regular for some d > &,
e (£,q+ r,r)-dense,
e (&, q,r)-extendable.
We say that G is an (g, €, q,r)-complex if there exists a g-graph Y on V(G) such that G[Y] is
a full (e,&,q,r)-complex. Note that G[Y]") = G(),

The additional flexibility offered by considering (¢, &, ¢, 7)-complexes rather than full (g, &, ¢, 7)-
complexes is key to proving our minimum degree and resilience results (via the ‘boosting’ step
discussed below). We also note that for the scope of this paper, it would be sufficient to define
extendability more restrictively, by letting X := V(G). However, for future applications, it
might turn out to be useful that we do not require X = V(G).

Fact 3.2. Note that G is an (,&,q,0)-complez if and only if G is empty or |GD| > £nt. In
particular, every (e,€,q,0)-complex is a (0,&, q,0)-complex.

Definition 3.3. Let G be a complex. We say that G is an (g,¢&,q,r)-supercomplez if for
every i € [r]g and every set F C G® with 1 < |F| < 2°, we have that Nper G(f) is an
(e,€,q —i,7 — i)-complex.

In particular, taking i = 0 and F = {(}} implies that every (g, &, g, r)-supercomplex is also
an (e,&,q,r)-complex. Moreover, the above definition ensures that if G is a supercomplex
and S,5 € GO, then G(S) N G(S’) is also a supercomplex (cf. Proposition 5.1). This is
crucial for the construction of our absorbers in Section 8 and is the reason why we consider
(e,&,q,r)-supercomplexes rather than (e, &, ¢, r)-complexes.

In the next subsection, we will give some examples of supercomplexes. Note also that
the parameters ¢ and ¢ are monotone in that whenever ¢/ > ¢ and ¢ < &, every (e,§,q,7)-
supercomplex is also an (¢/, &', g, r)-supercomplex. The next lemma shows that we can in fact



significantly improve on e (make it smaller) if ¢ is allowed to decrease as well. We call this
‘boosting’ (see Section 6.2 for the proof). We achieve this by restricting each (¢ p G(f)la=9
to a suitable (¢ — 7)-graph Yr (independently of each other), as permitted in the definition of
an (g,&,q,r)-complex.

+r
Lemma 3.4. Let 1/n < €,§,1/q and r € [q — 1] with 2(2\/e)"e < . Let & := 0.9(1/4)(qq >§.
If G is an (e, &, q,)-complex on n vertices, then G is an (n~Y3,¢, q,r)-complex. In particular,
if G is an (€, &, q,r)-supercomplex, then it is a (2n~ Y3, ¢, q,r)-supercomplez.

3.2. The main theorem. Before we can state the main result of this paper (Theorem 3.7),
r) (r)

we first need to define the notions of Ké -decomposition and K, ’-divisibility for complexes.

Definition 3.5. Let G be a complex. A Kér) -packing in G is a subcomplex K C G for which
the following hold:

e K is generated by some Y C G that is K = Y'<;

e forall K, K’ € K9 =Y, we have |[K N K'| < r.

A Kér)-decomposition of G'is a Kér)—packing K in G with £ = G,

Note that a Kér)—packing K in G can be viewed as a Kér)—packing in G (i.e. a collection of
edge-disjoint copies of Kér) in G(T’)) with the additional property that the vertex set of every

copy of KCST) in the packing belongs to G(@. Moreover, K() is the r-subgraph of G(") containing

all covered edges (in the usual sense).

Definition 3.6. A complex G is called Kér) -divisible if G is Kér)—divisible.

The following theorem is our main theorem, which we will prove by induction on r in
Section 9.

Theorem 3.7 (Main theorem). For all r € N, the following is true.

(%), Let 1/n < e < &,1/q, where ¢ > r. Let G be a Kér)-divisible (e,&,q,1)-supercomplex
(r)

on n vertices. Then G has a K4 ’-decomposition.

Note that in light of Lemma 3.4, (x), already holds if ¢ < 5 f)

3.3. Applications. As the definition of a supercomplex covers a broad range of settings, we
give some applications here. We will use Examples 3.8, 3.9 and 3.11 in Section 9 to prove
Theorem 1.3 (and thus Theorem 1.1) as well as Theorems 1.4 and 1.5. We will also see that
random subcomplexes of a supercomplex are again supercomplexes with appropriately adjusted
parameters (see Corollary 5.16).

Example 3.8. Let 1/n < 1/q and r € [¢—1]. It is straightforward to check that the complete
complex K, is a (0,0.99/¢!, g, r)-supercomplex.
Recall that (c, h, p)-typicality was defined in Section 1.3.
Example 3.9 (Typicality). Suppose that 1/n < ¢,p,1/q, that r € [¢ — 1] and that G is a
(c,2" (qtr),p)—typical r-graph on n vertices. Then G*7 is an (g, &, g, r)-supercomplex, where
e:=21"""le/(g—7)! and €:= (1—29"le)p? (QH)/ql
Proof. Let i € [r]p and F C G with 1 < |F| < 2. Let Gp := Nper G7(f) and

ng = |[V(G)\UF|. Lete € G(T_i). To estimate |G (g=1) ( )|, we let Q. be the set of
ordered (¢ — r)-tuples (v1,...,v4— T) consisting of distinct vertlces in V(G) \ (eUF) such

that for all f € F, (erU{vl, ~Ya— ’}) C @. Note that ]G(q 2 (e)] = 1Qel/(qg — 7). We estim-
ate |Q.| by plckmg U1, ...,Vq—r sequentially. So let j € [¢ — r| and suppose that we have
already chosen vi,...,v;—1 ¢ e U|JF such that (fueu{vl;“"”jfl}) C G for all f € F. Let

Dj =Ujer (f Ueu{?}i"i"”jfl}). Thus the possible candidates for v; are precisely the vertices in
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ﬂSeDj G(S). Note that d; := |D;| < \F!(Ttﬂzl), and that d; only depends on the intersection
pattern of the f € F', but not on our previous choice of e and v1,...,v;_1. Since G is typical,
we have (14 c)p%in choices for v;. We conclude that

|Qel = (1 0)7 " p>i=1 4nd™" = (1 £ 297" )dp (g — r)In ",

where dp := ng;fdj/(q — 7). Thus, Gp is (29" ledp,dp,q — i,r — i)-regular. Since
(T = (1) — 1 we have 1/(q — 1)l > dp > pFI /g =1 > pP 0 (g - ).
Similarly, we deduce that G is ((1 — 297 "*l¢)dp, ¢ — i, — i)-extendable. Moreover, we have

. _9q—i+1.),,2" (TT7)
a2 ) > L2200

- (g —1)!
Thus, Gr is (§,q +r — 2i,7 — i)-dense. We conclude that G is an (g,&,q — i, — i)-complex.
O

q—i q—1i
ngp >&ng .

Example 3.10 (Partite graphs). Let 1/N < 1/kand 2 =r < ¢ < k—6. Let V4,...,V}
be vertex sets of size N each. Let G be the complete k-partite 2-graph on Vi,...,V;. It is
straightforward to check that G** is a (0,k74, ¢, 2)-supercomplex. Thus, using Theorem 3.7,

we can deduce that G has a Ké )—decomposmlon if it is KCSQ)—divisible. To obtain a resilience
version (and thus also a minimum degree version) along the lines of Theorems 1.3 and 1.1, one
can argue similarly as in the proof of Theorem 1.3 (cf. Section 9).

Results on (fractional) decompositions of dense g-partite 2-graphs into g-cliques are proved
in [6, 7, 30]. These have applications to the completion of partial (mutually orthogonal) Latin
squares.

Example 3.11 (The matching case). Consider 1 = r < ¢q. Let G be a g-graph on n vertices
such that the following conditions hold for some 0 < e < £ < 1:

e for some d > € — ¢, |G(v)| = (d £ &)n?~! for all v € V(G);
e every vertex is contained in at least £én? copies of K é‘i)l,
o |[G(v)NG(w)| > €n? for all v,w € V(G).

Then G is an (g,& — €, ¢, 1)-supercomplex.

3.4. Designs. Recall that a Kér)-decomposition of an r-graph is a (¢, r,1)-design. We now
discuss consequences of our main theorem for general (q,r, \)-designs. We can deduce from

Theorem 3.7 that there are many g-disjoint K(gr)—decompositions (which we will also require
during our induction proof). Clearly, any complex G on n vertices can have at most n?~"/(g—r)!

g-disjoint Kq(r)—decompositions.

Proposition 3.12. Let 1/n < €,,1/q and r € [q — 1]. Suppose that G is an (g,&,q,7)-
supercomplex on n vertices and G C G. Suppose that Ky, ..., K, are Kér)—packmgs in G, where

t <en?". Then G —J 4 ) is a (27%¢, & — 227 e g, r)-supercomplex.

]E[t

Proof. Let Yywed == Ujepy /c§. ). Fixi € [r]p and F C GO with 1 < |F| < 2°. Let np :=
n— \UF!, G' = Nep G(f) and G" == ;cp(G — Yusea)(f). By assumption, there exists
Y C G4~ such that G'[Y] is a full (¢,&,q — 4,7 — i)-complex. We claim that G”[Y] is a full
(27 12¢, & — 22*tle g — i, r — i)-complex.

First, there is some d > ¢ such that G’[ ] is (g,d,q — i,7 — i)-regular. Let e € G'"%),
We clearly have |G"[Y]@ ) (e)| < |G'[Y]@ D (e)| < (d + &)n% ". Moreover, for each j € [t]
and f € F, there is at most one g-set in ICj(q) that contains e U f. Thus, |G"[Y]@)(e)| >
(d—enb " —|F|t > (d—e—1.1-2%)n%". Thus, G"[Y] is (2""%¢,d,q — i, — i)-regular.

Next, by assumption we have that G'[Y] is (§,q +r — 2i,7 — i)-dense. Let e € G’ Fix
j € [t] and f € F. We claim that the number N of (¢ + r —i)-sets in V(G) that contain e U f



(@)

and also contain some g-set from IC].
K € K;q) with |(e U f) N K| = k, there are at most n*~% (¢ + 7 — i)-sets that contain e U f
and K. Moreover, there are at most (})n" " g-sets K € IC](.q) with |(e U f) N K| = k since ICg-q)
covers every r-set at most once. So N < Y7 nk— (2) n"~% = 27n"~% We then deduce that
|G//[Y](q+r—2i)(e)| > fn;{:i _ t|F|2TnT_i > §n(l{:i _ gQrting—i e 92r+1, )nF J

Finally, since G”[Y]"=9 = G'[Y]"=9, G"[Y] is (€,q — i, — i)-extendable. Thus, G — Yyseq
is a (2712%¢, & — 2271 ¢, r)-supercomplex. O

is at most 2"n"~*. Indeed, for any k € [r]o and any

Note that if a complex G has A g-disjoint Ké”—decompositions, then G has a (q, 7, \)-
design.

Corollary 3.13. Let 1/n < €,§,1/q and r € [q — 1] with 10 - 7" < § and assume that
() is true. Suppose that G is a Ky)-dim'sible (e,&,q,r)-supercomplex on n vertices. Then
G has en?™" q-disjoint K(gr)—decompositions. In particular, G has a (g, 7, \)-design for all
1< A<eni ™.

Proof. Suppose that Ky, ..., K; are ¢g-disjoint K, (r) -decompositions of G, where t < en?™". By
Proposition 3.12, G—U; ¢ K; K9 s a (2r1+2¢, 6227 F1e ¢, r)-supercomplex. Since 2(2,/e)"2"T2¢ <

£-2¥+le G- Ujep IC§.Q) hab a Ké, )—decomp081t10n K41 by (the remark after) (x),, which is
g-disjoint from /Cq, ..., ;. O

Note that Corollary 3.13 together with Example 3.8 implies that whenever 1/n < 1/q and
K& s K( r) -divisible, then K hasa (g,r, \)-design for all 1 < A <
the bound A\/n?™" < 1 in [20].

On the other hand, note that G(") being (g, r, A)-divisible does not imply that G is (¢,r,1)-
divisible. Thus, we cannot directly apply our main theorem to a (g, r, \)-divisible graph to
obtain a (gq,r, A\)-design. Nevertheless, by applying our main theorem to a number of suitable
subgraphs, we can deduce the following theorem (see Section 9 for the proof).

Theorem 3.14. Let 1/n < €,§,1/q,1/X and r € [q — 1] such that 2(2\/e)"e <. Let G be an
(€,€, q,r)-supercomplex on n vertices. If G) is (¢, 7, \)-divisible then G") has a (g, 7, \)-design.

5B 7r T7ain? ", which improves

4. OUTLINE OF THE METHODS

Rather than an algebraic approach as in [20], we pursue a combinatorial approach based on
‘iterative absorption’. In particular, we do not make use of any nontrivial algebraic techniques
and results, but rely only on probabilistic tools.

(r

4.1. Tterative absorption. Suppose that we aim to find a Kj )—decomposition of a suitable

complex G. The Rodl nibble (see e.g. [1, 32, 34, 41]) allows us to obtain an approximate K(ST)—
decomposition of G, i.e. a set of r-disjoint g-sets covering almost all r-edges of G. However,
one has little control over the resulting uncovered leftover set. The basic aim of an absorbing
approach is to overcome this issue by removing an absorbing structure A right at the beginning
and then applying the Rodl nibble to G — A, to obtain an approximate decomposition with
a very small uncovered remainder R. Ideally, A was chosen in such a way that AU R has a
Kq(r)—decomposition.

Such an approach was introduced systematically by Rodl, Rucinski and Szemerédi [36] in
order to find spanning structures in graphs and hypergraphs (but actually goes back further
than this, see e.g. Krivelevich [25]). In the context of decompositions, the first results based on
an absorbing approach were obtained in [23, 26]. In contrast to the construction of spanning
subgraphs, the decomposition setting gives rise to the additional challenge that the number of
and possible shape of uncovered remainder graphs R is comparatively large. So in general it is
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much less clear how to construct a structure A which can deal with all such possibilities for R
(to appreciate this issue, note that V(R) = V(G) in this scenario).

The method developed in [23, 26] consisted of an iterative approach: each iteration consists
of an approximate decomposition of the previous leftover, together with a partial absorption
(or ‘cleaning’) step, which further restricts the structure of the current leftover. In our context,
we carry out this iteration by considering a ‘vortex’. Such a vortex is a nested sequence
V(G)=Uy2U; 2 - D Uy, where |U;|/|Uit+1| and |Uy| are large but bounded. Crucially, after
the ith iteration, all r-edges belonging to the current leftover R; will be induced by U;. In the
(7 + 1)th iteration, we make use of a suitable r-graph H; on U; which we set aside at the start.
We first apply the Rodl nibble to R; to obtain a sparse remainder R;. We then apply what we

refer to as the ‘Cover down lemma’ to find a Ky)-packing KCi of H; U R/ so that the remainder
R; 11 consists entirely of r-edges induced by U;;1 (see Lemma 7.4). Ultimately, we arrive at a
leftover Ry induced by U,.

Since |Uy| is bounded, this means there are only a bounded number of possibilities S1, ..., Sy
for Ry. This gives a natural approach to the construction of an absorber A for Ry: it suffices to
construct an ‘exclusive’ absorber A; for each S; (in the sense that A; can absorb S; but nothing
else). More precisely, we aim to construct edge-disjoint r-graphs Ay, ..., A so that both A;

and A; U S; have a Kér)-decomposition, and then let A := A;U---U A,. Then AU R, must

also have Kér)—decomposition.

Iterative absorption based on vortices was introduced in [14], building on a related (but more
complicated approach) in [5]. Developing the above approach in the setting of hypergraph
decompositions gives rise to two main challenges: constructing the ‘exclusive’ absorbers and
proving the Cover down lemma, which we discuss in the next two subsections, respectively.

One difficulty with the iteration process is that after finishing one iteration, the error terms
are too large to carry out the next one. Fortunately, we are able to ‘boost’ our regularity
parameters before each iteration by excluding suitable g-sets from future consideration (see
Lemma 6.3). For this, we adopt gadgets introduced in [4]. This ‘boosting step’ is the reason for
introducing the ‘density’ requirement in the definition of a supercomplex. Moreover, the ‘Boost
lemma’ enables us to obtain explicit bounds e.g. in the minimum degree version (Theorem 1.1).

4.2. The Cover down lemma. For simplicity, write U’ for U; and U for U;;1. As indicated
above, the goal here is as follows: Given a complex G and a vertex set U’ in G, we need to
construct H* in G[U’](") so that for any sparse leftover R on U’, we can find a Kér)—packing
in G[H* U R] where any leftover edges lie in U. (In addition, we need to ensure that the
distribution of the leftover edges within U is sufficiently well-behaved so that we can continue
with the next iteration, but we do not discuss this aspect here.)

We achieve this goal in several stages: given an edge e € H* U R, we refer to the size of
its intersection with U as its type. We first cover all edges of type 0. This can be done using
an appropriate greedy approach, i.e. for each edge e of type 0 in turn, we extend e to a copy

of K(gr) using edges of H* (this works if H* is a suitable random subgraph of G consisting of
edges of nonzero type).

Suppose now that for some i € [r — 1], we have covered all edges of type at most r —i — 1.
To cover the edges of type r — i, we consider each i-tuple e of vertices outside U in turn. We
now need to find a Ké:z)—decomposition K of H, :== G[H* U R](e). (Note that H, lies in U
as we have already covered all edges of type at most r — i — 1.) Then K. corresponds to a

K(gr)—packing which covers all leftover edges (of type r — i) containing e, see Fact 10.1. (For
example, consider the triangle case ¢ = 3 and r = 2, and suppose ¢ = 1. Then e can be viewed
as a vertex and I, corresponds to a perfect matching on the neighbours of e in U. This yields
a triangle packing which covers all edges incident to e.) Inductively, one can use (x),_; to
show that such a decomposition K. does exist if we choose H* appropriately. However, the
problem is that we cannot just select these decompositions greedily for successive i-tuples e.
Since different H, overlap, the choice of each I, restricts the choices of subsequent Ko/ in H
to such an extent that we cannot apply induction to the (leftover of) subsequent H. anymore.
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Our solution is to split this step of covering the r-edges of type r—1 at e into several substeps.
We cover a suitable subset of the r-edges of type r — ¢ directly using a probabilistic choice of a
suitable K ér__iz)—decomposition (whose vertex set is some small subset U, C U). We cover the
remaining r-edges of type r — ¢ using an inductive approach (where the induction is on r — 7).
The resulting proof of the Cover down lemma is given in Section 10 (which also includes a more
detailed sketch of this part of the argument).

4.3. Transformers and absorbers. Recall that our remaining goal is to construct an exclus-

ive absorber Ag for a given ‘leftover’ r-graph S of bounded size. In other words, both AgU S
)

as well as Ag need to have a K(gr
is Kér)-divisible.

Based on an idea introduced in [5], we will construct Ag as a concatenation of ‘transformers’:
given S, a transformer Ts can be viewed as transforming S into a new leftover L (which has
the same number of edges and is still divisible). Formally, we require that S UTg and T.s U L

-decomposition. Clearly, we must (and can) assume that S

both have a Kér)—decomposition (and will set aside T's and L at the beginning of the proof).
Since transformers act transitively, the idea is to concatenate them in order to transform .S into
a vertex-disjoint union of thr), i.e. we gradually transform the given leftover S into a graph
which is trivially decomposable.

Roughly speaking, we approach this by choosing L to be a suitable ‘canonical’ graph (i.e. L
only depends on |S|). Let S’ denote the vertex-disjoint union of copies of K(ST) such that
|S| = |S'], and let Ts» be the corresponding transformer from S’ into L. Then it is easy to see
that we could let Ag := Ts UL UTg US’. The construction of both the canonical graph L
as well as that of the transformer Tg is based on an inductive approach, i.e. we assume that
(%)1—(*)r—1 hold in Theorem 3.7. Moreover, the construction of the canonical graph L is the
point where we need the extendability property in the definition of a supercomplex. The above
construction is given in Section 8.

5. TooLs

5.1. Basic tools. We first state two basic properties of supercomplexes that we will use in
Section 8 to construct absorbers.

Proposition 5.1. Let G be an (¢,¢, q,7)-supercomplex and let F C G with 1 < |F| < 2* for
some i € [rlo. Then (e G(f) is an (g,€,q — i, — i)-supercomplez.

Proof. Let i’ € [r —i]o and F' C (N;ep G(f))) with 1 < |F'| <27, Let F*:={fUf' : f¢
F, f' € F'}. Note that F* C GU+) and |F*| < 2%, Thus,

N (NG = () G

f'EF’ feF freF~

is an (¢,&,q —i —14',r — i — i’)-complex by Definition 3.3, as required. O

Fact 5.2. If G is an (¢,&, q,r)-supercomplez, then for all distinct e, e’ € G, we have ]G(q)(e)ﬂ
G > (E—e)(n—2r)T .

In what follows, we gather tools that show that supercomplexes are robust with respect to
small perturbations. We first bound the number of ¢-sets that can affect a given edge e. We
provide two bounds, one that we use when optimising our bounds (e.g. in the derivation of
Theorem 1.1) and a more convenient one that we use when the precise value of the parameters
is irrelevant (e.g. in the proof of Proposition 5.6).

Fact 5.3. Let L be an r-graph on n vertices with A(L) < «yn. Then for each i € [r — 1]y, we
have A;(L) < yn"~%/(r —i)!, and for each S € (V(L)), we have A(L(S)) < yn.

%
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Proposition 5.4. Let g, € N and r € Ny with ¢ > r. Let L be an r'-graph on n vertices with
A(L) < ~vn. Then every e € (V(L)) that does not contain any edge of L is contained in at most

r

q
min{2", (q(:'g)!}*ynq*’" q-sets of V(L) that contain an edge of L.

Proof. Consider any e € (

V(L)

with e U €| < g and |e N €| = i, there are at most (Z:H:ﬁ:,/“) < @ (g — o — )]
g-sets of V(L) that contain both e and €¢’. Moreover, since ¢’ Z e, we have i < r’. Hence, by
Fact 5.3, there are at most (})A;(L) < (;)’ynrl_i/(r’ —14)! edges ¢/ € L with l[ene'| =i. Let
s := max{r + 1" — ¢,0}. Thus, the number of g-sets in V(L) that contain e and an edge of L
is at most

) that does not contain any edge of L. For a fixed edge €’ € L

r'—1 I I r'—1 q—r
Z ) r n 1 nd—T-T +1 _ f}/nq_r Z r (r’fi) ‘
— \u (r' =)l (g—r—1"+1)! — \u (g —r)!

()
(g—)!

—1 iy (i b
we have 22:31 (z) ((q—r))! = (q(:z)' : -

< 1, and we can bound Z:;l (:) < 2", Also, using Vandermonde’s convolution,

Clearly,

Fact 5.5. Let 0 < i <r. For a complex G, an r-graph H and F C G we have

NG-mH=NepH-H2H- |J HS)- |J HES)--—-JHY.

feF fer SeJF SEUfeF (12‘) fEF
If F ¢ (G — H)®, then both sides are empty.

Proposition 5.6. Let ¢, € N and r € Ny with ¢ > r and ' > r. Let G be a complex on

n > 2" vertices and let H be an r'-graph on V(G) with A(H) < yn. Then the following

hold:

i) If G is (e,d,q,r)-reqular, then G — H is (¢ + 2"v,d, q,r)-regular.

(i) If G is (&, q,7)-dense, then G — H is (§ — 2", q,r)-dense.

(iii) If G is (&, q,r)-extendable, then G — H is (§ — 2", q,r)-extendable.

(iv) If G is an (g,&, q,r)-complex, then G — H is an (¢ + 2"~,& — 2"y, q,r)-complex.

(v) If G is an (g,€,q,r)-supercomplex, then G — H is an (e + 221y, & — 22r+ly q,7)-
supercomple.

Proof. (i)—(iii) follow directly from Proposition 5.4. (iv) follows from (i)—(iii). To see (v),

suppose that i € [r]p and F C (G — H)® with 1 < |F| < 2°. By assumption, Nfer G(f) is an

(e,€, ¢ — 4,7 — i)-complex. By Fact 5.5, we can obtain ();cp(G — H)(f) from (;cp G(f) by

repeatedly deleting an (' — |S|)-graph H(S), where S C f € F. There are at most |F|2¢ < 2%

such graphs. Unless |S| =7/, we have A(H(S)) < yn < 2y(n — || F|) by Fact 5.3. Note that

if |S| =1/, then S € F and hence H(S) is empty, in which case we can ignore its removal.

Thus, a repeated application of (iv) (with 7' — [S|,r — i playing the roles of 7/,r) shows that
Nyer(G — H)(f) is an (¢ + ortitly ¢ grtitly g — i r —i)-complex. O

5.2. Probabilistic tools. The following Chernoff-type bounds form the basis of our concen-
tration results that we use for probabilistic arguments.

Lemma 5.7 (see [18, Corollary 2.3, Corollary 2.4, Remark 2.5 and Theorem 2.8]). Let X be
the sum of n independent Bernoulli random variables. Then the following hold.
(i) For allt >0, P(|X —EX| >t) < 2 2°/n,
(ii) For all 0 < e < 3/2, P(|X —EX| > cEX) < 2 <"EX/3,
(iii) Ift > TEX, then P(X >t) <e '

We will also use the following simple result.
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Proposition 5.8 (Jain, see [33, Lemma 8)). Let Xi,...,X,, be Bernoulli random variables
such that, for any i € [n] and any x1,...,x,—1 € {0,1},

PX;=1|X1=21,...,Xi 1 =2;1) < p.
Let B~ B(n,p) and X := X1+ -+ X,. Then P(X > a) <P(B > a) for any a > 0.

Lemma 5.9. Let 1/n < p,a,1/a,1/B. Let I be a set of size an® and let (X;)icz be a family
of Bernoulli random variables with P(X; = 1) > p. Suppose that I can be partitioned into at
most Bn®~! sets T, ..., I}, such that for each j € [k], the variables (X;)iez; are independent.
Let X := 3", 7 X;. Then we have

1/6

P(|X —EX| >n"'PEX) <e™”

Proof. Let J; := {j € [k] : |Z;| > n%/°} and Jo := [k] \ J1. Let Y; := Zie_’[]- X; and
e :=n"1/% Suppose that |Y; — EY;| < 0.9¢EY;] for all j € J;. Then

X —EX|< > [V; - EY;| <n®-Bn® '+ ) 0.9¢EY; < Bn* */® 4 0.9:EX < ¢EX.

Je[k] JET
Thus,
Lemma 5.7(ii)
P(|X - EX| > ¢EX) < > P(]Y; - EYj| > 0.9¢EY;) < 3 9o —0-812EY; /3
jeET JjETL
< 2Bna—le—0.27n*2/5pn3/5 < e—nl/G

O

Similarly as in [17], Lemma 5.9 can be conveniently applied in the following situation: We
are given an r-graph H on n vertices and H' is a random subgraph of H, where every edge of
H survives with some probability > p. The following folklore observation allows us to apply
Lemma 5.9 in order to obtain a concentration result for |H'|.

Fact 5.10. Every r-graph on n vertices can be decomposed into rn"~' matchings.

Corollary 5.11. Let 1/n < p,1/r,a. Let H be an r-graph on n vertices with |H| > an’.
Let H' be a random subgraph of H, where each edge of H survives with some probability > p.
Moreover, suppose that for every matching M in H, the edges of M survive independently.
Then we have
P(|H'| - E[H'|| > nPEIH']) < e
Whenever we apply Corollary 5.11, it will be clear that for every matching M in H, the
edges of M survive independently, and we will not discuss this explicitly.

Lemma 5.12. Let 1/n < p,1/r. Let H be an r-graph on n vertices. Let H' be a random
subgraph of H, where each edge of H survives with some probability < p. Suppose that for
every matching M in H, the edges of M survive independently. Then we have

P(|H'| > 7Tpn") < rn"teT TPV,

Proof. Partition H into at most 7n"~! matchings My, ..., M. For each i € [k], by Lemma 5.7(iii)
we have P(|H' N M;| > Tpn/r) < e~ ™" since E|H' N M;| < pn/r. O
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5.3. Random subsets and subgraphs. In this subsection, we apply the above tools to obtain
basic results about random subcomplexes. The first one deals with taking a random subset of
the vertex set, and the second one considers the complex obtained by randomly sparsifying G(").

Proposition 5.13. Let 1/n < ¢,£,1/q and 1/n < v < p,1/q and r € [q — 1]p. Let G be
an (g,&,q,r)-complex on n vertices. Suppose that U is a random subset of V(G) obtained by
including every vertex from V(G) independently with probability . Then with probability at
least 1 — e="""" the following holds: for any W C V(G) with |W| < yn, G[U A W] is an
(e 42015 4 3%/3 ¢ —n=Y5 — 32/3 g r)-complex, where 7 := max{|W|/n,n"'/3}.

Proof. If G is empty, there is nothing to prove, so assume the contrary.

By assumption, there exists Y C G@ such that G[Y] is (e,d, ¢, 7)-regular for some d > €,
(&, q+r,7)-dense and (&, g, r)-extendable. The latter implies that there exists X C V(G) with
|X| > &n such that for all e € ()T(), we have |E3:te] > &n?™", where Ext. is the set of all
(g —r)-sets Q@ C V(G) \ e such that (Que) \ {e} c G

First, by Lemma 5.7(i), Wlth probability at least 1 — 2e*2” , we have |U| = un+n?/3, and
V31X 00| > plX] - X2

nl/6

—2n

with probability at least 1 —

Claim 1: For all e € G(’"), with probability at least 1 —e™™ " |G[Y]D(e)[U]] = (d % (¢ +

201/5)) ()i
Proof of claim: Fix e € G). Note that E|G[Y]@ (e)[U]| = pu?"|G[Y] D (e)| = (d £ €)(un)I~".
Viewing G[Y]@ (e) as a (¢ —r)-graph and G[Y](?(e)[U] as a random subgraph, we deduce with
Corollary 5.11 that

PG (U] # (1 £n ' P)(d+e)(un)") <e "

1/6

1/6

G = (€ -

Claim 2: For all e € G), with probability at least 1 — ™"
0 15) ().
Proof of claim: Note that E|GH)(e)[U]] = p?|GUt)(e)| > &(un)?. Viewing Gt (e) as a
g-graph and G(417)(¢)[U] as a random subgraph, we deduce with Corollary 5.11 that
PG (U] < (1 —n7/P)e(un)?) < e

1/6

For e € ()f ), let Ext, be the random subgraph of Ext. containing all Q € Fxt, with Q C U.
Claim 3: For all e € ()r(), with probability at least 1 —e™™"°, |Extl| > (€ —n~1/5)(un)a=".

Proof of claim: Let e € (f) Note that E|Ext,| = pd"|Exte] > {(un)?™". Again, Corol-
lary 5.11 implies that

1/6

P(|Exty| < (1—n"Y?)e(un)"") < ™"

—n1/7 2/3
)

Hence, a union bound yields that with probability at least 1—e , we have |U| = un£n
| X NU| > p|X| — | X|*? and the above claims hold for all relevant e simultaneously. Assume
that this holds for some outcome U. We now deduce the desired result deterministically.
Let W C V(G) with |W| < yn. Define G’ := G[U A W] and n’ := |[U A W|. Note that
pn = (1 £4p~'3)n’. For all e € G’ we have

YD) = (YO U] £ Wt = (d = (e 2074 VLo

pErn
— (d £ (e + 2075 4 D)) (1 20T 4 )T
= (d+ (e 4 2n~ Y5 + 323))p/a
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and

@) 2 1G] — Wlat = (6= = oy
> (E—n"MP — Ty (1 = 2U4p T AT > (§ = P =3l
so G'[Y]is (e + 20~ Y% + 4%/3 d, q,r)-regular and (¢ — n~'/5 —32/3 ¢+ r r)-dense.
Finally, let X’ := (X NU)\ W. Clearly, X’ C V(G’) and |X'| > (¢ —n~1/5 — 323/
Moreover, for every e € ()il), there are at least

|Bat| — [Wni™" ! > (€ =n~!/5 =325

(g —r)-sets @ C V(G') \ e such that (Qfe) \ {e} € G'"). Thus, G’ (and therefore G'[Y]) is
(€ —n~1/5 —32/3 ¢, r)-extendable. O

The next result is a straightforward consequence of Proposition 5.13 and the definition of a
supercomplex.

Corollary 5.14. Let I/n < v < p K e <€ & 1/q and r € [q —1]. Let G be an (¢,&,q,7)-
supercomplex on n vertices. Suppose that U is a random subset of V(G) obtained by including
every vertex from V(G) independently with probability p. Then whp for any W C V(G) with
|[W| < ~wn, GIU A W] is an (2¢,£ — €, q, T)-supercomplez.

Next, we investigate the effect on G of inducing to a random subgraph H of G, For our
applications, we need to be able to choose edges with different probabilities. It turns out that
under suitable restrictions on these probabilities, the relevant properties of G are inherited
by G[H].

Proposition 5.15. Let 1/n < e,v,p,§,1/q and r € [q — 1], i € [r]o. Let

)
(q—n1"
Let G be a complex on n vertices and F C GW with 1 < |F| < 2¢. Suppose that

Gp = m G(f) is an (e,§,q — i,r — i)-complex.
fer

¢ = 0.95¢p% (") > 0.95¢p®) and 4/ =1.1-2°

Assume that P is a partition of GU") satisfying the following containment conditions:
(I) For every f € F, there exists a class £ € P such that fUe € & for all e € Ggﬂ').
(IT) For every € € P there exists Dg € Ngy such that for all Q € Gﬁ?‘”, we have that
Hee& : If e F:eC fUQ} = Dg.
Let 5: P — [p,1] assign a probability to every class of P. Now, suppose that H is a random
subgraph of GU) obtained by independently including every edge of X € P with probability B(X)
(for all X € P). Then with probability at least 1 — e_”l/s, the following holds: for all L C G
with A(L) < yn,
ﬂ GIH A L)(f) is a 3e ++',& —~+',q — i, — i)-complex.
feF
Note that (I) and (II) certainly hold if P = {G(")}.

Proof. If Ggfi) is empty, then the statement is vacuously true. So let us assume that Ggfi)

is not empty. Let np = [V(G) \UF| = [V(Gr)|. By assumption, there exists ¥ C Ggg_i)
such that Gp[Y] is (e,dp,q — i,r — i)-regular for some dr > &, (&, q + r — 2i,r — i)-dense and
(&,q — i,7 — i)-extendable. Define

-1

pre=| [T 8EN | TI6EN.

fer EeP
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Note that pp > p|F|(§,) > pQT(th) and thus ppdp > &'. For every e € Gg_i), let
Qe :=Gp[Y]")(e) and Q. :=Gp[Y] " H)(e).

By assumption, we have |Qe| = (dr £ &)nk " and |Q,| > §nF7i for all e € G(Tfi). Moreover,
since Gp[Y] is (§,q — i, — i)-extendable, there exists X C V(Gp) with | X| > &np such that
for all e € (T)Ei), we have |Exte| > &nd", where Ext, is the set of all (¢—1r)-sets Q C V(Gp)\e
such that (?ff) \ {e} C Gg_i) = Gp[Y]—9,

We consider the following (random) subsets. For every e € Gg_i), let Q. contain all Q € O,
such that for all f € F, (f Ugue) \ {fUe} C H and define Q’e analogously with Q. playing the
role of Q.. For every e € (X‘), let Ext, contain all Q € FExt. such that for all f € F and

rT—1

€ (Y99 \ {e}, fUe € H.
Claim 1: For each e € Gg_l), with probability at least 1 — e*”yﬁ‘, |QL] = (ppdp £ 3e)n% "
Proof of claim: We view Q. as a (¢ — r)-graph and Q. as a random subgraph. Note that

P(vfe F: fuee H) = [[P(fuec m) L] 8.

fer fer
Hence, we have for every Q € Q. that
P(Vf € F: (19999 C H)

P@e Q) P(VfEF: fUecc H)
—1
- [ TIsen 11 P(e € H)
fer e'eG(r): AfeF: ¢/ CfUQUe
-1
_ H ﬁ(gf) H(ﬁ(g))He’ES:HfEF:e/ngQUeH
feF EeP
~1
Y TIseEn| TI6E) =pr.
fer EeP

Thus, E|Q.| = pr|Q.|. Hence, we deduce with Corollary 5.11 that with probability at least
1— o we have | Q)| = (14 )E|Q.| = (prdp + 3e)n% " -

Claim 2: For each e € G, with probability at least 1 — ="', | QL] > &'nd
aim 2: For each e € G, with probability at least 1 —e™"r , |Q| > 'n};

Proof of claz’m:~ We view Q, as a (¢ — i)-graph and Q’e as a random subgraph. Observe that
for every @ € Q., we have

P(Q e 0) > pl I 7)1 > 2 (")
and thus E\Q’el > pQT(qtr)|Qe| > §p (7 )n%_z. Thus, we deduce with Corollary 5.11 that with
probability at least 1 — e"F° we have QL] > ¢/n " —

. . 1/6 _
Claim 3: For every e € (T .), with probability at least 1 — e "¢, |Bat| > n% "

Proof of claim: We view Ext. as a (¢ — r)-graph and Ext. as a random subgraph. Observe
that for every @ € Ext., we have

P(Q € Eatl) > pFI(=)-D > 2 (")

and thus E|Fzt)| > pr (% )\Ext | > &p? () 47", Thus, we deduce with Corollary 5.11 that
with probability at least 1 — e ¢ we have |Ext’e] > —
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Applying a union bound, we can see that with probability at least 1 — e_”l/g, H satisfies
Claims 1-3 simultaneously for all relevant e.

Assume that this applies. We now deduce the desired result deterministically. Let L € G
be any graph with A(L) < yn. Let G := (\;cp G[H A L|(f). First, we claim that G'[Y] is
(3¢ + +,ppdp,q — i,7 — i)-regular. Consider e € G'[Y]"~9. We have that |Q.| = (ppdr +
3e)nf "

Claim 4: If Q € G'[Y]4=)(e) A Q., then there is some f € F such that f UQ U e contains
some edge from L — {f Ue}.

Proof of claim: Clearly, Q € Gp[Y]@ 9 (e). First, suppose that Q € G'[Y]@9(e) — Q.. Since
Q ¢ 9., there exists f € F such that (fui)Ue) \{fUe} € H, that is, thereis e’ € (fuf?ue) \{fue}
with ¢ ¢ H. But since Q € G'[Y]@9(e), we have ¢/ € H A L. Thus, ¢ € L. Next,
suppose that Q € Q. — G'[Y]@ 9 (e). Since Q ¢ G'[Y]@ 9 (e), there exists f € F such that
fUQUe ¢ G[H A L], that is, there is ¢’ € (fU?Ue) with ¢ ¢ H A L. Since e € G'[Y]"9, we
have that fUe € HA L, so ¢ # fUe. Thus, since @ € Q., we have that ¢/ € H. Therefore,
e € L. —

(2)

For fixed f € F, Proposition 5.4 implies that there are at most (qir)!'ynq_" g-sets that contain
fUe and some edge from L—{fUe}. Thus, we conclude with Claim 4 that |G'[Y]@~9)(e) AQ| <
\F! () ™", Hence,

G Y] (e)] = |Qul £4/n% " = (prdr £ (3e +))nk ",
meaning that G'[Y] is indeed (3¢ 4+ ’)//,deF, q—i,r —i)-regular.

Next, we claim that G'[Y] is (& —+/, ¢+r—2i,r—i)-dense. Consider e € G'[Y]"~9). We have
that |QL| > ¢'n *. Similarly to Claim 4, for every Q € Q. — G'[Y](4t72)(¢) there is some
f € F such that fUQ Ue contains some edge from L — {f Ue}. Thus, using Proposition 5.4
again (with ¢ + r — i playing the role of ¢), we deduce that

3/ ! (q+r—27) (q+7" Z) i (q-l—?“)
Qe — 'y latr= 7) < < 9t r q—1i
| Y] (e) < |F |( ),7 IR
and thus |G'[Y]@H7 =20 (e)| > (¢/ — ' )n% "
Finally, we claim that G'[Y] is (¢ —+/,q — 4,7 — i)-extendable. Let e € ( X ;). We have that
|Batl| > ¢'nd". Let Eat, o contain all Q € Ext, such that (2¥)\ {e} C G'[Y]~%). Suppose
that Q € Ext, \ Exte . Then there is €’ € (?ff) \ {e} and f € F such that fUe' ¢ HA L.

On the other hand, we have fUe' € H. Thus, fU€ € L. Thus, for all Q € Ext, \ Ext. ¢,
there is some f € F such that fUQ U e contains some edge from L — {f Ue}. Proposition 5.4

implies that there are at most |F\ ( ) rynd™" such Q. Thus,

) q
Bty o) > (Bt — 25 ar s (¢t

(g —1)!

We conclude that G’ is a (3¢ ++/,& —+',q — i, — i,i')-complex, as required. O
In particular, the above proposition implies the following.

Corollary 5.16. Let 1/n < e,v,&,p,1/q and r € [q — 1]. Let
(")
5.
(q—r)!
Suppose that G is an (g,&,q,r)-supercomplex on n vertices and that H C G is a random
subgraph obtained by including every edge of G independently with probability p. Then whp
the following holds: for all L € G") with A(L) < yn, GIH A L] is a (3 ++,& —+,q,7)-

supercomple.

¢ = 0.95¢p% (7)) > 0.95¢pB) and A = 1.1-2"
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6. NIBBLES, BOOSTING AND GREEDY COVERS

6.1. The nibble. There are numerous results based on the Rodl nibble which guarantee the
existence of an almost perfect matching in a near regular hypergraph with small codegrees.
Our application of this is as follows: Let G be a complex. Define the auxiliary (g)—graph
H with V(H) = E(G™) and E(H) = {(g) : Q € GW}. Note that for every e € V(H),
|H(e)| = |GD(e)]. Thus, if G is (¢,d,q,r)-regular, then every vertex of H has degree (d +
£)nd=". Moreover, for two vertices e, e’ € V(H), we have |H({e,e'})| < n?7"~1, thus Ay(H) <
nd~"~1 Standard nibble theorems would in this setting imply the existence of an almost
perfect matching in H, which translates into a Kér)—packing in G that covers all but o(n")
r-edges. We need a stronger result in the sense that we want the leftover r-edges to induce
an r-graph with small maximum degree. Alon and Yuster [2] observed that one can use a
result of Pippenger and Spencer [32] (on the chromatic index of uniform hypergraphs) to show
that a near regular hypergraph with small codegrees has an almost perfect matching which is
‘well-behaved’. The following is an immediate consequence of Theorem 1.2 in [2] (applied to
the auxiliary hypergraph H above).

Theorem 6.1 ([2]). Let 1/n < e < v,d,1/q and r € [q¢ — 1]. Suppose that G is an (g,d,q,r)-
regqular complex on n vertices. Then G contains a Kér) -packing K such that A(G(T) —IC(’")) < yn.

6.2. The Boost lemma. We will now state and prove the ‘Boost lemma’, which ‘boosts’ the
regularity of a complex by restricting to a suitable set Y of g-sets. It will help us to keep the
error terms under control during the iteration process and also helps us to obtain meaningful
resilience and minimum degree bounds.

The proof is based on the following ‘edge-gadgets’, which were used in [4] to obtain fractional
Kér)—decompositions of r-graphs with high minimum degree. These edge-gadgets allow us to
locally adjust a given weighting of ¢-sets so that this changes the total weight at only one r-set.

Proposition 6.2 (see [4, Proposition 3.3]). Let ¢ > r > 1 and let e and J be disjoint sets
with |e| = r and |J| = q. Let G be the complete complex on e U J. There exists a function
: G = R such that

1, € =e,

(i) for all &' € G, Y gec e V(QUe) = {0’ ¢+ e:

(ii) for all Q € G, |h(Q)| < W, where j = leN Q).

We use these gadgets as follows. We start off with a complex that is (e, d, g, r)-regular for
some reasonable € and consider a uniform weighting of all g-sets. We then use the edge-gadgets

to shift weights until we have a ‘fractional Kér) -equicovering’ in the sense that the weight of
each edge is exactly d'n?~" for some suitable d’. We then use this fractional equicovering as an
input for a probabilistic argument.

Lemma 6.3 (Boost lemma). Let 1/n < €,§,1/q and r € [q¢ — 1] such that 2(2/e)"e < &.

Let & = 0.9(1/4)(qzr)§. Suppose that G is a complex on n vertices and that G is (e,d,q,r)-
reqular for some d > & and (&,q + r,7)-dense. Then there exists Y C G\9 such that G[Y] is
(n_(q_T)/z'Ol, d/2,q,r)-reqular and (£, q+ r,r)-dense.

Proof. Let d’ := d/2. Assume that ¢: G(@ — [0,1] is a function such that for every e € G("),
Z P(Q Ue) =dn?,
QG (e)
and 1/4 < (Q) < 1for all @ € G(9. We can then choose Y C G(9 by including every Q € G(@
with probability ¢/(Q) independently. We then have for every e € G| E|G[Y ]9 (e)| = d'n? .
By Lemma 5.7(ii), we conclude that

n—2(g—7)/2.01 4 q—1 _p0.004

P(|G[Y]D(e)| # (1 £ n~@7)/200)g/pa=r) < 2¢~ 3 <e
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Thus, whp G[Y] is (n=(@=7)/201 @' ¢ r)-regular. Moreover, for any e € G(") and Q € G(7+7)(e),
we have that

PQeay| @)= [[ w@)=am').
(@)
Therefore, E|G[Y](F7)(e)] > (1/4)((17)571‘1, and using Corollary 5.11 we deduce that
RG] ()] < 09(1/2) " ent) < e

1/6

Thus, whp G[Y] is (0.9(1/4)(qy)§, q + r,r)-dense.
It remains to show that v exists. For every e € G("), define
d'n?" — 0.5/G@ ()|
Gl (o)

Observe that |c.| < 52"; - =qgen " forallee G,

By Proposition 6.2, for every e € G(") and .J € G917 (¢), there exists a function . : G0 —
R such that

(1) ©e,s(Q)=0forall Q ZeUJ,;
(ii) for all ¢ € GT), 3 e g (o) Vet (Q U €') = {(1) Z,;Z

(iii) for all Q € G, |3 7(Q)| < %, where j :=leNQ|.
J

Ce 1=

We now define ¢: G(@ — [0,1] as
pi=1/24 > e > ey
eeG()  JeG(atr)(e)
For every e € G("), we have

Y (@ Ue)=05GD )+ > o Y > we,J(Q Ue)

Q'eG(e) eeGM  JeGatn)(ef) Q'eG(a) (e
W 0.5/G@ (e)] + |G (e)| = d'nd,
as desired. Moreover, for every @ € G(9) and j € [r]o, there are at most ™ (‘]’) (Tij) pairs (e, J)
for which e € G, J € G4t (e), Q C eU J and |Q Ne| = j. Hence,

W@ -12 = [ Y e 3 @) < Z eelles(Q)]

eeG()  JeG(atr)(e) e€G(") JeGlatr) (e): QCeUJ

?EO0()

J

2rle (277 q r/2
< TN () <7 Jz; <1/

J=0

—~
=

implying that 1/4 < (Q) < 3/4 for all Q € G, as needed. O

Proof of Lemma 3.4. Let G be an (¢,&, q,r)-complex on n vertices. By definition, there
exists Y C G such that G[Y] is (e,d, q,)-regular for some d > &, (£,q + r,7)-dense and
(&, q,r)-extendable. We can thus apply the Boost lemma (Lemma 6.3) (with G[Y] playing the
role of G). This yields Y’ C Y such that G[Y] is (n=Y/3,d/2,q,r)-regular and (&, q + r,7)-
dense. Since G[Y']") = G[Y])™), G[Y"] is also (€, g, r)-extendable. Thus, G is an (n='/3, ¢ q,7)-

complex.
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Suppose now that G is an (¢, &, ¢, 7)-supercomplex. Let i € [r]o and F C G with 1 < |F| <
2", We have that G := ﬂfeF G(f) is an (e,&,q —i,r —i)-complex. If i < r, we deduce by the

above that G is an (np ,§’ — 1,7 —i)-complex. If i = r, this also holds by Fact 3.2. O

Lemma 6.3 together with Theorem 6.1 immediately implies the following ‘Boosted nibble
lemma’. Whenever we need an approximate decomposition in the proof of Theorem 3.7, we
will obtain it via Lemma 6.4.

Lemma 6.4 (Boosted nibble lemma). Let 1/n < v,e < &,1/q and r € [¢ —1]. Let G be a
complex on n vertices such that G is (g,d, q,r)-reqular and (§,q + r,r)-dense for some d > &.

Then G contains a K(gr)—packing K such that A(G") — K)) < yn.

6.3. Greedy coverings and divisibility. The following lemma allows us to extend a given
collection of r-sets into suitable r-disjoint g-cliques (see Corollary 6.7). The full strength of
Lemma 6.5 will only be needed in Section 8. The proof consists of a sequential random greedy
algorithm. A probabilistic approach can probably be avoided here, but seems much simpler to
analyse.

Lemma 6.5. Let 1/n < v < a,1/s,1/q and r € [g—1]. Let G be a complex on n vertices and
let L C G satisfy A(L) < yn. Suppose that L decomposes into L, ..., Ly, with 1 < |L;| <s.
Suppose that for every j € [m], we are given some candidate set Q; C ﬂeeLj G (e) with
|Qj| > and™". Then there exists Q; € Q; for each j € [m] such that, writing K; := (Qj WL;)s,

we have that K; and Kji are r-disjoint for all distinct j, j' € [m], and A(U;epn K ) < /n.

Proof. Let t := 0.5an?™" and consider Algorithm 6.6. We claim that with positive probability,

Algorithm 6.6
for j from 1 to m do
define the r-graph T; := U?,_:ll K](T) and let Q) contain all Q € Q; such that (Q W Lj)=
does not contain any edge from T or L — L;.
if |Q}| >t then
pick @ € Q;- uniformly at random and let K := (Q W L;)=
else
return ‘unsuccessful’

end if
end for

Algorithm 6.6 outputs K1, ..., K,, as desired.

It is enough to ensure that with positive probability, A(T}) < sqry?/3n for all j € [m].
Indeed, note that we have L; NT; = () by construction. Hence, if A(T;) < sqr72/3n, then
Proposition 5.4 implies that every e € L; is contained in at most (y + S(]’l"}/Q/ 3)2rn4=" g-sets of
V(G) that also contain an edge of T;U(L—L;). Thus, there are at most s(7y+sqry?/3)2mni=" <
0.5an?~" candidates @ € Q; such that (QWL;)< contains some edge from 7;U(L—L;). Hence,
|Q;| > Q| — 0.5an9™" > t, so the algorithm succeeds in round j.

For every (r — 1)-set S C V(G) and j € [m], let YjS be the indicator variable of the event
that S is covered by K.

For every (r —1)-set S C V(G) and k € [r — 1]y, define Jsy := {j € [m] : maxeer,; |SNe| =
k}. Observe that if YjS = 1, then Kj covers at most sq r-edges that contain S. Therefore, we

have
]<quY§-qu Z Yf

k=0j'€Ts rN[j—1]
The following claim thus implies the lemma.
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Claim 1: With positive probability, we have Zj’ejs,kn[j—l} Yﬁ < ~23n for all (r—1)-sets S,
ke [r—1]p and j € [m].
Fix an (r — 1)-set S, k € [r — 1]p and j € [m]. For j' € Jgy, there are at most
Z nd—SUel < SnmaxeeLj,(quSUEI) — gpd-2r+ltk

eGLj/

g-sets that contain S and some edge of L.
In order to apply Proposition 5.8, let ji,. .., j, be an enumeration of Jgx N[j —1]. We then
have for all a € [b] and all y1,...,ys—1 € {0,1} that

P(Y]f =1 ’ Y]f =Yi,--- 7}/]"5_1 = ya—l) < — = 28a_1n_r+k+1.

Let p := min{2sa~tn""tk+1 1} and let B ~ Bin(|Jsx N[5 — 1|, ).
Note that |Js | < ('gl)Ak(L) < (Tgl)vn’""’“ by Fact 5.3. Thus,

—1
TEB="1JsrNj—1]|-p<T7- (T i )’ynr_k . 2sq Ip TRt < 72/371.

Therefore,
Proposition 5.8 Lemma 5.7(iii) 2/3
2 2 _
P( Z Yj‘,gZ'y/?’n) < P(B > ~*/*n) < e
J'€Ts,kN[i—1]
A union bound now easily proves the claim. ([

Corollary 6.7. Let1/n < v < a,1/q andr € [q—1]. Let G be a complex on n vertices and let
H C G") with A(H) < yn and |G\D(e)| > and™" for all e € H. Then there is a Kér) -packing
K in G that covers all edges of H and such that A(K")) < \/An.

Proof. Let eq,..., e, be an enumeration of H. For j € [m], define L; := {e;} and Q; :=
G@(e). Apply Lemma 6.5 and let K := Uje[m} K;. O

Note that Corollary 6.7 and Theorem 6.1 immediately imply the main result of [13], namely
the existence of an ‘almost’ (n,q,r)-Steiner system in the sense that every r-set is covered
either once or twice.

We can combine Lemma 6.4 and Corollary 6.7 to deduce the following result. It allows us
to make an r-graph divisible by deleting a small fraction of edges (even if we are forbidden to
delete a certain set of edges H).

Corollary 6.8. Let 1/n < v,e < &,1/q and r € [q — 1]. Suppose that G is a complex on
n wvertices which is (e,d,q,r)-regular for some d > & and (&,q + r,r)-dense. Let H C G
satisfy A(H) < en. Then there exists L C G — H such that A(L) < yn and G — L is

K7 -divisible.

Proof. We clearly have |G(@(e)| > 0.5¢n?" for all e € H. Thus, by Corollary 6.7, there
exists a Kér)—packing Ko in G which covers all edges of H and satisfies A(IC(()T)) < y/en. By
Proposition 5.6(i) and (ii), G’ := G — IC(()T) is still (2"1/e,d, q,r)-regular and (£/2,q + r,7)-
dense. Thus, by Lemma 6.4, there exists a K(gr)—packing Kribpie in G" such that A(L) < 4n,
where L := G'(") — ICS;%)MG =G — IC(()T) — ICT(;%)ble C G") — H. Clearly, G") — L is K(Y)-divisible
(in fact, K,gr)—decomposable). O
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7. VORTICES

7.1. Statement of the Cover down lemma. In Section 10, we will prove the Cover down
lemma (Lemma 7.4). Roughly speaking, if G is a supercomplex and U a random subset of linear
size, we aim to find a Ky)—packing in G that covers all r-edges that are not inside U by using
only few r-edges inside U. The majority of these r-edges will be covered using the Boosted
nibble lemma (Lemma 6.4), leaving a very sparse leftover L*. The Cover down lemma shows
the existence of a suitable sparse r-graph H* which is capable of dealing with any such leftover

(i.e. G[H* U L*] has a Kq(r)—packing covering all edges of H* U L* which are not inside U).

Definition 7.1. Let G be a complex on n vertices. We say that U is (g, u, &, q,r)-random in
G if there exists a g-graph Y on V(G) such that the following hold:

(R1) U C V(G) with |U| = pn £ n?/?;

(R2) there exists d > ¢ such that for all z € [q — 7]y and all e € G("), we have that

{Q e G[Y]D(e) : |QNU|=a}| = (1+e)bin(q—r, pu, 2)dnd™";

(R3) for all e € G we have |G[Y]7)(e)[U]| > &(un);
(R4) for all h € [r]p and all F € G with 1 < |F| < 2" we have that Nfer G(HIU] is an
(e,€,q — h,r — h)-complex.

We record the following easy consequences for later use.

Fact 7.2. The following hold.
(i) If G is an (g,&,q,r)-supercomplex, then V(G) is (¢/€,1,€,q,7)-random in G.
(i) If U is (e, &, q,7)-random in G, then G[U] is an (¢,€,q,r)-supercomplez.

Here, (ii) follows immediately from (R4). Note that (R4) is stronger in the sense that F' is
not restricted to U.

Definition 7.3. Let G be a complex on n vertices and H C G("). We say that G is (& q,7)-
dense with respect to H if for all e € G("), we have |G[H U {e}](@(e)| > &n? ™.

Recall that (x), is the statement of our main theorem (Theorem 3.7), which we intend to
prove by induction.

Lemma 7.4 (Cover down lemma). Let 1/n < v < e < v < 1,§,1/q and r € [q — 1] with
w < 1/2. Assume that (x); is true for all i € [r —1]. Let G be a complex on n vertices and
suppose that U is (e, u, €, q,r)-random in G. Let G be a complex on V(G) with G C G such
that G is (e, q,r)-dense with respect to G) — G (U], where U := V(G) \ U.

Then there exists a subgraph H* C G — GU[U] with A(H*) < vn such that for any
L € G with A(L) < yn and H* U L being chr)—divisz'ble, there exists a chr)—packmg in
G[H* U L] which covers all edges of H* U L except possibly some inside U.

7.2. Existence of vortices. A vortex consists of a suitable nested sequence of vertex sets. It
provides the framework in which we can iteratively apply the Boosted nibble lemma (Lemma 6.4)
and the Cover down lemma.

Definition 7.5 (Vortex). Let G be a complex. An (e, p,&, q,r,m)-vortex in G is a sequence
Uy D U; D -+ D Uy such that

(V1) U V(G);

(V2) ]U] L,u,\Ui_lu for all i € [¢];

(V3) U =

(V4) for all i E €], U; is (e, p, &, g, r)-random in G[U;_1];

(V5) forallie [¢ —1], U; \ Uit is (g, u(1 — p), &, g, 7)-random in G[U;_1].

The goal of this subsection is to prove the following lemma, which guarantees the existence
of a vortex in a supercomplex.
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Lemma 7.6. Let 1/m' < ¢ < u,§,1/q such that p < 1/2 and r € [q — 1]. Let G be an
(e,&,q,r)-supercomplex on n > m’ vertices. Then there exists a (2v/e, u,& — €, q,r, m)-vortex
in G for some pm’ <m <m/.

Fact 7.7. For all p1,p2 € [0,1] and i,n € Ny, we have

(7.1) Z bin(n, p1,7)bin(j, p2, i) = bin(n, pip2, ).
J=

Proposition 7.8. Let 1/n < ¢ < pi,p2,1 — p2,§,1/q and r € [q —1]. Let G be a complex
on n wvertices and suppose that U is (e, p1,&,q,7)-random in G. Let U’ be a random subset of
U obtained by including every vertex from U independently with probability po. Then whp for
all W C U of size |W| < |UP/5, U AW is (e + 0.5[U| 7Y, g pin, & — 0.5|U|7V/6, ¢, r)-random
in G.
Proof. Let Y C G and d > ¢ be such that (R1)~(R4) hold for U. By Lemma 5.7(i) we
have that whp |U’| = pue|U| £ |U|*/°. So for any admissible W, we have that [U’ A W| =
p2|U| £ 2|U3% = pypgn £ (pan®? + 2n%/%) =y pign + n®/3, implying (R1).

We next check (R2). For all z € [q — 7)o and e € G("), we have that |Q. | = (1 £ &)bin(q —
7, 1, 2)dn?", where Q. = {Q € G[Y]@D(e) : |QNU| = z}. Consider e € G") and
z,y € [¢ —rlo. We view Qc, as a (¢ — r)-graph and consider the random subgraph Q. ,
containing all @ € Q. , such that |QNU’'| = y.

By the random choice of U’, for all e € G(") and z,y € [q — 7], we have

E’Qe,r,y| = bin(z, M27y)‘Qe,r‘-
Thus, by Corollary 5.11 whp we have for all e € G and z,y € [q — 7]y that
|Qeagl = (L0~ 5)bin(x, 2, y)| Qe
= (1 £n"Y®Ybin(x, po, y) (1 % €)bin(q — 7, pu, ©)dn®"
= (14 (e + 207 Y2))bin(q — 7, 1, 2)bin(x, pg, y)dni™.

Assuming that the above holds for U’, we have for all y € [¢ — 7o, ¢ € G") and W C U of size
|W| < |U|?/5 that

q—r
Qe G D(e) : 1QNU AW =y} =D |Qewyl £ [Wnt"!
z=y
q—r
= Z(l + (e + 20~ Y2))bin(q — 7, p1, 2)bin(x, pe, y)dnd™" £ n "2 PptT
z=y

(D (1+ (e + 30" Y2 )bin(q — 7, papra, y)dn?™".

We now check (R3). Consider ¢ € G and let Q. := G[Y]t)(e)[U]. We have |Q.| >
£(uin)?. Consider the random subgraph of Q) consisting of all g-sets Q € Q. satisfying
Q C U'. For every Q € Q., we have P(Q C U’) = pd. Hence, E|Q)| = ud]|Qc| > &(pu1pan)?.
Thus, using Corollary 5.11 and a union bound, we deduce that whp for all e € G, we
have |G[Y]@) (e)[U']] > (1 — |U|7'/5)&(u1pan)?. Assuming that this holds for U7, it is easy
to see that for all W C U of size |W| < |U]*/°, we have |G[Y]4t)(e)[U" A W]| > (1 —
U]2)€(papan)? — [Wna™" > (€ = 2|U|71/%) (mpzn)?.

Finally, we check (R4). Let h € [r]p and F C G with 1 < |F| < 2" Since U is
(e,p1,€,q,7)-random in G, we have that ﬂfeF G(f)[U]is an (¢,&,q— h,r — h)-complex. Then,
by Proposition 5.13, with probability at least 1 — e~ IUI/8, Nper GUHIU" A W] is an (e +
4lU|~Y5, ¢ = 3|U|7Y/5, ¢ — h,7 — h)-complex for all W C U of size |W| < |U|>/°. Thus, a union
bound yields the desired result. O
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Proposition 7.9. Let 1/n < & < pi,p2,1 — p2,§,1/q and r € [q —1]. Let G be a complex
on n vertices and let U C V(G) be of size |pun] and (e, p1,§, q,r)-random in G. Then there
exists U C U of size |u2|U|| such that

(i) U is (e + U7, po, € — |U[S, q,r)-random in G[U) and
11 15 (€ + P url —pe), & — ,q,7)-ranaom in G.
i) U\U i Ul=Y6 4 (1 £ —|U|/6 dom in G

Proof. Pick U’ C U randomly by including every vertex from U independently with prob-
ability uo. Clearly, by Lemma 5.7(i), we have with probability at least 1 — 262U that
U'| = pa|U| + [U*T.

It is easy to see that U is (e + 0.5|U|~'/6,1,¢ — 0.5|U|~1/%, ¢, r)-random in G[U]. Hence, by
Proposition 7.8, whp U’ AW is (¢ +|U|~Y5, ua, € — |U|'/, ¢, r)-random in G[U] for all W C U
of size |W| < |U[*/>. Moreover, since U” := U \ U’ is a random subset obtained by including
every vertex from U independently with probability 1 — ue, Proposition 7.8 implies that whp
U AW is (e 4+ 0.5|1U]7Y6 uy (1 = pa), € — 0.5[U|Y/6, ¢, 7)-random in G for all W C U of size
W] < U35,

Let U’ be a set that has the above properties. Let W C V(G) be a set with |[W| < |U[>/5
such that |U/ AW| = |us2|U|| and let U := U’ AW. By the above, U satisfies (i) and (ii). O

We can now obtain a vortex by inductively applying Proposition 7.9.

Proof of Lemma 7.6. Recursively define ng := n and n; := |[un;—1]. Observe that
pwin > n; > p'n —1/(1 — p). Further, for i € N, let a; := 2n~1/6 > el p~U=D/6 Let
¢:=1+max{i >0 : n; > m'} and let m := ny. Note that [um’| < m < m/. Moreover, we
have that

—£/6 _ 1 (Mﬂ—ln)—l/G m/—1/6

< <
PP et RV —21_/11/6—E

since ,ue_l > >

By Fact 7.2, Uy := V(G) is (¢/&,1,&,q,r)-random in G. Hence, by Proposition 7.9, there
exists a set Uy C Uy of size ny such that U; is (/e + a1, 1, & — a1, q,r)-random in G[Up]. If
¢ =1, this completes the proof, so assume that £ > 2.

Now, suppose that for some i € [¢ — 1], we have already found a (v/e + a;, 1, & — ai, q, 7, n;)-
vortex Uy, ..., U; in G. Note that this is true for ¢ = 1. In particular, U; is (v/e+a;, pu, E—ai, q,)-
random in G[U;_1] by (V4). By Proposition 7.9, there exists a subset U;41 of U; of size nji1
such that U;y; is (Ve + a; + n;1/6,u,§ —a; — n{l/ﬁ,q, r)-random in G[U;] and U; \ U4 is
(Ve + a;i + ni_l/ﬁ,,u(l —p),& —a; — ni_l/G,q,r)—random in G[U;—1]. Thus, Uy,...,Uiy1 is a
(Ve + aiy1, 4, € — aiv1,q, 7, nip1)-vortex in G.

Finally, Uy, ..., Uy is an (v/e + ag, u, & — ag, q, 7, m)-vortex in G. O

Proposition 7.10. Let 1/n < e < p,&,1/q such that p < 1/2 and r € [¢—1]. Suppose that G

is a complex on n vertices and U is (e, u, &, q,r)-random in G. Suppose that L C G") satisfies
A(L) <en. Then U is still (\/e,u,& — v/2,q,7)-random in G — L.

Proof. Clearly, (R1) still holds. Moreover, using Proposition 5.4 it is easy to see that (R2)
and (R3) are preserved. To see (R4), let h € [r]p and F C (G — L) with 1 < |F| < 2"
By assumption, we have that (. G(f)[U] is an (¢,§,q¢ — h,r — h)-complex. By Fact 5.5,
we can obtain (\;cp(G — L)(f)[U] from (N, G(f)[U] by repeatedly deleting an (r — [5])-
graph L(S), where S C f € F. There are at most |F|2" < 22" such graphs, and we have
A(L(S)) < en < &¥?|U — JF| by Fact 5.3 if |[S| < r. If |S| = r, we have S € F and
thus L(S) is empty, in which case we can ignore its removal. Thus, a repeated application of
Proposition 5.6(iv) (with r —|S],r — h playing the roles of 1/, ) shows that (1 ;c(G' — L)(f)[U]
is an (e 4 22 12/3 ¢ — 92r+122/3 ¢ _ by — h)-complex. O
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7.3. Existence of cleaners. The aim of this subsection is to apply the Cover down lemma
to each ‘level’ i of the vortex to obtain a ‘cleaning graph’ H; (playing the role of H*) for each
i € [¢] (see Lemma 7.12). Let G be a complex and Uy D Uy D --- D Uy a vortex in G. We say
that Hy,...,Hyis a (v, v, q,r)-cleaner if the following hold for all i € [¢]:

(C1) H; € GM[U;1] = GM[Uiya], where Upyy = 0;
(C2) A(H;) < v|Ui-sl;

(C3) H; and H;yq are edge-disjoint, where Hyyq := 0;
(C4)

C4) whenever L C G )[Ul,l] is such that A(L) < v|U;—1| and H; UL is Kér)-divisible, there

exists a Ké ") -packing K in G[H; U L] which covers all edges of H; U L except possibly

some inside U;.

Note that (C1) and (C3) together imply that Hi,..., H; are edge-disjoint. The following
proposition will be used to ensure (C3).

Proposition 7.11. Let 1/n < ¢ < 1, &,1/q and r € [q — 1]. Let & = £(1/2)®"*D. Let G be
a complex on n vertices and let U C V(QG) of size un and (g, u, &, q,7)-random in G. Suppose
that H is a random subgraph of G) obtained by including every edge of G\") independently

1/10

with probability 1/2. Then with probability at least 1 —e™ ",

(i) U is (ve, w, &, q,r)-random in G[H] and
(i) G is (v, q,r)-dense with respect to H — G (U], where U := V(G)\ U.

Proof. Let Y C G@ and d > ¢ be such that (R1)-(R4) hold for U and G. We first
consider (i). Clearly, (R1) holds. We next check (R2). For e € G") and = € [q — 7o, let
Qe ={Q € G[Y]D(e) : |QNU|==x}. Thus, |Qec.| = (14 ¢)bin(q — r, p, x)dnI™".

Consider e € G and z € [g—r]o. We view Q.. as a (¢ —r)-graph and consider the random
subgraph Q;, , containing all @ € Q. , such that (Qfe) \ {e} € H. For each Q € Q. ,, we have
PQe Q.,)= (1/2)(3)_1. Thus, using Corollary 5.11 we deduce that with probability at least

1-— efnl/6 we have
Q.| = (1 £ )E|QL | = (1 +2)(1/2) (1 + e)bin(g — 7, p, x)dn?"
= (1 +Ve)d'bin(q — 7, p, z)dn®",

where d' := d(1 /2)@)_1 > ¢/, Thus, a union bound yields that with probability at least
1—e """ (R2) holds.

Next, we check (R3). By assumption, we have |G[Y]t7)(e)[U]| > &(un)? for all e € G,
Let Q. := G[Y] ) (¢)[U] and consider the random subgraph Q' containing all Q € Q. such
that (Q;Je) \ {e} € H. For each Q € Q., we have P(Q € Q.) = (1/2)(qtr)_1, Thus, using

nl/6

Corollary 5.11 we deduce that with probability at least 1 — e~ we have

QL = (1£)E|QL] > (1 - )(1/2)("" ) e(un)t > € (un)1,

nl/7

and a union bound implies that this is true for all e € G(") with probability at least 1 — e~

Next, we check (R4). Let h € [r]p and F C G® with 1 < |F| < 2". We know that
Ner G(HIU] is an (¢,€,q¢ — h,r — h)-complex. By Proposition 5.15 (applied with G[U U
U F], {G[UU F]")} playing the roles of G, P), with probability at least 1—e lUIVE, Nser GIH](HIU]
is a (v/e,&,q— h,r — h)-complex. Thus, a union bound over all h € [r]y and F € G™ with
1 < |F| < 2" yields that with probability at least 1 — e’ (R4) holds.

Finally, we check (ii). Consider e € G(") and let Q. := G[(G") — GM[U]) Ue]@(e). Note by
(R2), we have |G[Y]D (e)[U]| = (L£e)bin(q—r, p, g —7)dn? ™", 50 |Qe| > |G[Y] W (e)[U]| > (1~
e)éud"n?". We view Q. as a (¢ —r)-graph and consider the random subgraph @/, containing
all @ € Q. such that (Q;Je) \ {e} € H. For each Q € Q., we have P(Q € Q.) = (1/2)(3)_1
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nl/

Thus, using Corollary 5.11 we deduce that with probability at least 1 — e~ ® we have

Q0] > 0.9E|Q| > 0.9(1/2)()~1(1 — £)gus™nd™" > /eni ™.

A union bound easily implies that with probability at least 1 —(3‘"1/77 this holds for all e € G(.
O

Lemma 7.12. Let 1/m < v < ¢ < v < p1,§,1/q be such that p < 1/2 and r € [q — 1].
Assume that (x); is true for all i € [r — 1]. Let G be a complex and Uy D Uy 2 --- 2 Uy an
(e, m,&,q,7,m)-vortex in G. Then there exists a (y,v,q,r)-cleaner.

Proof. For i € [¢], define U/ := U; \ Ujy1, where Upyq := 0. For i € [ — 1], let p; := p(1 — p),
and let py := p. By (V4) and (V5), we have for all i € [¢] that U] is (e, i, &, ¢, 7)-random in
G[Ui-1].

Split G randomly into Gy and G, that is, independently for every edge e € G, put e
into Gy with probability 1/2 and into G otherwise. We claim that with positive probability,
the following hold for every ¢ € [{]:

(i) U is (Ve, 1i, €(1/2)B" D g r)-random in G[G; mod 2][Ui_1];

(i) G[Ui_1] is (VE, g, r)-dense with respect to Gy mod 2[Ui—1] — G [Ui_1 \ UJ).
By Proposition 7.11, the probability that (i) or (ii) do not hold for ¢ € [¢] is at most eIl <
|U;—1]72. Since Zle |U;—1|72 < 1, we deduce that with positive probability, (i) and (ii) hold
for all ¢ € [/].

Therefore, there exist Go, G satisfying the above properties. For every i € [¢], we will find
H; using the Cover down lemma (Lemma 7.4). Let ¢ € [¢(]. Apply Lemma 7.4 with the following
objects/parameters:

object/parameter ‘ G[G; mod 2)[Ui-1] ‘ U! ‘ GlU;-1] ‘ \Ui—1| ‘ ol ‘ NG ‘ v ‘ i ‘ £(1/2)®"+D

playingtheroleof‘ G ‘U‘ G ‘ n ‘7‘ € ‘I/‘,LL‘ &

Hence, there exists
H; € Gimod 2[Ui—1] = Gimod 2[Ui—1 \ U}] € Gimod 2[Ui—1] — G [Up41]
with A(H;) < v|U;_i| such that whenever L C G[U;_4] is such that A(L) < ~|U;_| and
H; UL is Kér)—divisible, there exists a Kér)—packing K in G[H; U L] which covers all edges of
H; U L except possibly some inside U] C U;. Thus, (C1), (C2) and (C4) hold.

Since Gy and G; are edge-disjoint, (C3) holds as well. Thus, Hy,...,H; is a (y,v,q,7)-
cleaner. O

7.4. Obtaining a near-optimal packing. We can now carry out the actual iteration to

(r)

obtain a near optimal packing, i.e. a K;'
edges.

-packing which covers all but a bounded number of

Lemma 7.13. Let 1/m < ¢ < p < §,1/q and r € [q — 1]. Assume that (%) is true for
all k € [r—1]. Let G be a Kér)—divisz'ble (e,&,q,r)-supercomplex and Uy 2 Uy 2 --- D Uy an
(e, m,&,q,7,m)-vortex in G. Then there exists a Kér) -packing K in G which covers all edges of
G") except possibly some inside Uy.
Proof. Choose new constants 7, > 0 such that |/ m < 7y <K e <rvr < p <K& 1/q.

Apply Lemma 7.12 to obtain a (v,v,q,r)-cleaner Hy,..., Hy. Note that by (V4) and

Fact 7.2(ii), G[U;] is an (g, €&, q,r)-supercomplex for all i € [¢], and the same holds for i = 0 by
assumption.

Suppose that for some i € [¢], we have found a K(Y)—packing K;_; in G such that:
(i) K | covers all edges of G") that are not inside U;_1;
(i) K, does not cover any edges from H; U GM[U;];
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(iii) AR [Ui—1]) < plU;a].
Note that this is trivially true for i = 1 with KCf := (. Let Hypyq := 0 and Uy = 0.
We now intend to find a K, ér)—packing K;inG —IC:(? which covers all edges from G [U;_;]—

IC:ETl) that are not inside U;, does not cover any edges from H;y 1 U G [Ui+1], and satisfies

A(ICET) [U;]) < p|Ui|. We will obtain K; as the union of two packings, one obtained from the
Boosted nibble lemma (Lemma 6.4) and one using (C4).

Let Gi,m’bble = G(r) [Ui—l] — ]C:(rl) — HZ' — G(T) [Uz] Note

AL DU 1] U H; UGO[U]) < plUs 1| + v|Us 1| + plUs 1] < 3u|Us .

So Proposition 5.6(i) and (ii) imply that G[U;—1][Ginipbie) s still (2772u,d, q,r)-regular and
(&£/2,q + r,7)-dense for some d > £. Since u < &, we can apply the boosted nibble lemma
(Lemma 6.4) to obtain a Kér)—packing ICi nivvie 0 GUi—1][Gi nivbie] such that A(L; pippre) <

1 — (r)
3YUi-1], where Li nivbie == Ginivbie — Ky pipie-
Since

G0 — ) — k)

i,nibble

= GM[U;_y] — /Cﬁrl) _ "

i,nibble

= H,uG" [Ui] U L; pnivble

we know that H; U GM[U;] U Li nivble 1s Kgr)—divisible. By (C1) and (C3), we know that
Hit 1 UG [U;1] € GM(U;] — H;. We can thus apply Corollary 6.8 (with G[U;] — H; playing
the role of G) to find a Kér)-divisible subgraph R; of G() [U;] — H; containing H; 41U G [Uit1]
such that A(L; yes) < %7|Ui|, where Lj yes := G U;] — H; — R;.

Let L; := L pipble U Lipes. Clearly, L; C G [Ui—1] and A(L;) < «v|U;—1|. Moreover, note

that

H,UL; = (H; U (GV[U;] — H) U L; niveie) — Ri
is K(gr)—divisible. Thus, by (C4) there exists a Kér)—packing Ki ciean in G[H; U L;] which covers
all edges of H; U L; except possibly some inside U;. We claim that KC; := K; pippie U Kj clean 1S
the desired packing.

Clearly, IC; covers all edges of G [Ui—1] — IC:Z) that are not inside U;. On the other hand,
the choice of R; ensures that K; does not cover any edges from H;q U G [Ui+1]. Moreover,
AR U]) < AH U L) < o|Us | +9|Uia| < plU.

Let KF := K;_; UK;. Then (i)(iii) hold with ¢ being replaced by i + 1. Finally, X} will be
the desired packing. O

8. ABSORBERS

In this section we show that for any (divisible) r-graph H in a supercomplex G, we can find
an ‘exclusive’ absorber r-graph A. The following definition makes this precise and the main
result of this section is Lemma 8.2.

Definition 8.1 (Absorber). Let G be a complex and H C G(). A subgraph A C G is a
K(gT)-absorber for H in G if A and H are edge-disjoint and both G[A] and G[A U H] have a

K ér)—decomposition.

Lemma 8.2 (Absorbing lemma). Let 1/n < 7,1/h,e < &,1/q and r € [q — 1]. Assume that
(x); is true for all i € [r —1]. Let G be an (£,€,q,r)-supercomplex on n vertices and let H be

a Kér)—dz'visible subgraph of G with |H| < h. Then there exists a Kér)—absorber A for H in
G with A(A) < yn.

Building on [5], we will construct absorbers as a concatenation of ‘transformers’ and special
‘canonical graphs’. The goal is to transform an arbitrary divisible r-graph H into a canonical
graph. In the following subsection, we will construct transformers. In Section 8.2, we will prove
the existence of suitable canonical graphs. We will prove Lemma 8.2 in Section 8.3.
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We now briefly discuss the case r = 1. Recall that a Kél)-decomposition of a complex
G corresponds to a perfect matching of G(@ (ignoring isolated vertices). Assume first that
H = {e1,...,e,}. Choose any g-set Qo € G\? with Qo = {v1,...,v,}. Now, for every i € [q],
choose a Q; € G (e;) NG ({v;}) (cf. Fact 5.2). Choose these sets such that |J H, Qo . . ., Qq

are pairwise disjoint. Let A := (%) It is then easy to see that A is a thl)—absorber for

i€ldlo
H in G. More generally, if H is any Kél)—divisible 1-graph, then ¢ | |H|, so we can partition
the edges of H into |H|/q subgraphs of equal size and then find an absorber for each of these
subgraphs (successively so that they are edge-disjoint.) Thus, for the remainder of this section,
we will assume that » > 2.

8.1. Transformers. Roughly speaking, a transformer 7' can be viewed as transforming a
leftover graph H into a new leftover H' (where we set aside T and H' earlier).

Definition 8.3 (Transformer). Let G be a complex and assume that H, H' € G("). A subgraph
T C G is an (H,H'; K(gT))—tmnsformer in G if T is edge-disjoint from both H and H’, and
both G[T'U H| and G[T'U H'] have a Kér)—decomposition.

Definition 8.4. Let H, H' be r-graphs. A homomorphism from H to H' is a map ¢: V(H) —
V(H') such that ¢(e) € H' for all e € H. We let ¢(H) denote the subgraph of H' with vertex set
¢(V(H)) and edge set {¢p(e) : e € H}. We say that ¢ is edge-bijective if |H| = |¢(H)| = |H'|.
For two r-graphs H and H', we write H ~» H' if there exists an edge-bijective homomorphism
from H to H'.

Note that if H ~» H' and H is K,gr)—divisible, then so is H’. The main lemma of this
subsection guarantees a transformer from H to H' if H ~~ H'.

Lemma 8.5. Let 1/n < v,1/h,e < &,1/q and 2 < r < q. Assume that (x); is true for all
i € [r—1]. Let G be an (g,&,q,r)-supercomplex on n vertices and H, H' be vertex-disjoint

Kq(r)-divisible subgraphs of GU) of order at most h and such that H ~ H'. Then there exists
an (H,H'; K(gr))—tmnsformer T in G with A(T) < yn.

Suppose that H ~» H' are as in Lemma 8.5, and we aim to find an (H, H’; Kq(r))—transformer
T. A first attempt would be to pair off each e € H with ¢/ = ¢(e) € H' (and view ¢’ as
the ‘mirror image’ of e). Note that |e N e/| = 0. For each e € H we now pick a (¢ — r)-set
Q: € G9W(e) N GW(e) such that all the Q* are vertex-disjoint from each other. Thus Q
extends e into a ¢g-set e U Q% =: Q. and €’ into a g-set ¢ U Q% =: Q. (Note this is similar to
the above argument for 7 = 1 and also part of the transformer construction in [5]. It is also
our first step in the proof of Lemma 8.5.) Let T := |J,cp(Q5 U Q;)(T) — H — H'. Note that
there exists a K(gr)—packing K :=U.cy QF in G[T§ U H] covering all edges of H and a Kér)-
packing K" := (Jy e Q§ in G[T§ U H'] covering all edges of H'. We next define ‘remainders’

1 i=T¢ — K" and Ry :=T§ — K'"). Note that R! can be viewed as a ‘mirror image’ of Ry
(in particular, Ry ~» R}). Also, the existence of a (Ry, ’l;KéT))—transformer T} would yield
the desired T' by defining 7" := Ti; UT7. The crucial difference to the task we faced originally
is that now the mirror image €’ of each e € R; satisfies e Ne’| > 1.

The idea is now to proceed inductively. We view the construction of Tf} as step 0. In the ith

step we would ideally seck a (R;, R; Kér))—transformer T;, where for each e € R; and its mirror
image ¢’ € R}, we have |eNeé'| > i. (We refer to the latter property of R; as being ‘(r — i)-
projectable’.) Instead of constructing T; explicitly, we construct a ‘partial transformer’ T} with
the property that T° U R; and T} U R; both have a K(gr)—packing such that the remainders R;4
and R; ; uncovered by these packings form mirror images of each other and such that R;
is (r — ¢ — 1)-projectable. Continuing in this way, we arrive at a pair R,, R,. of remainders
which are mirror images of each other and such that R, is 0-projectable, at which point we can
terminate the process.
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For ¢ € [r — 1], the ‘partial transformers’ T} are constructed in Lemma 8.8. For this, we
consider the ‘ith level L; of the overlap’ between R; and R; (so L; can be viewed as an i-graph).

We then add an ‘absorber’ A to the overlap, i.e. both A and AUL; have a K CEZ)T i-decomposition
(which are (i 4+ 1)-disjoint). Since i € [r — 1], we can simply apply the inductive assertion (x);
to find these decompositions. This has the effect of absorbing the part of R; (and its mirror
image) that is not (r—i—1)-projectable, resulting in the desired partial transformer 7;7. We can
finally concatenate these partial transformers 7§, ...,7,° ; in Lemma 8.5 to form the desired
transformer 7.

We now formalise the notion of being projectable.

Definition 8.6. Let V be a set and let V1, V5 be disjoint subsets of V', and let ¢: Vi — V5
be a map. Let ¢ be the extension of ¢ to V '\ Va, where ¢(z) := z for all z € V' \ (V; U V3).
Let r € N and suppose that R is an r-graph with V(R) C V and ¢ € [r]op. We say that R is
(¢, V, Vi, Vi, 1)-projectable if the following hold:

(Y1) for every e € R, we have that eV, = ) and |[e N V4] € [7] (so if i = 0, then R must be

empty since [0] = 0);

(Y2) for every e € R, we have |p(e)| = r;

(Y3) for every two distinct edges e, e’ € R, we have ¢(e) # ¢(e).
Note that if ¢ is injective and e N Vo = ) for all e € R, then (Y2) and (Y3) always hold. If
R is (¢,V, Vi, Va,i)-projectable, then let ¢(R) be the r-graph on ¢(V(R) \ V) with edge set
{¢(e) : e € R}. For an r-graph P with V(P) C V' \ V; that satisfies (Y2), let P? the r-graph
on V(P) UV that consists of all e € (V>V2) such that ¢(e) = ¢(¢’) for some €’ € P.

The following properties are straightforward to check.

Proposition 8.7. Let V,V1,Va, ¢, R, P,r,i be as above and assume that R is (¢, V, V1, Va,1)-
projectable. Then the following hold:
(i) R~ ¢(R);
(ii) for all € € ¢(R), we have € NV =0 and |¢' NV € [i];
(iii) assume that for all e € R, we have |eNVi| =1, and let S contain all S € (‘?) such that
S is contained in some edge of R, then

R=JSWRES) and o(B) = J(6(5) R(S)).

SesS Ses

Lemma 8.8. Let 1/n € v/ < v,e € &,1/q and 1 < i <r < q. Assume that (x),—; is true.
Let G be an (g,§, q,r)-supercomplex on n vertices and let Sy, S € G with S1 NSy = 0. Let
¢: S1 — So be a bijection and let ¢ be as in Definition 8.6 with Sy, Se playing the roles of Vi, Va,

respectively. Moreover, suppose that L is a Ké:i)—dz'visible subgraph of G(Sl)(r_i) N G(SQ)(T_i)
with |V(L)| < v'n.
Then there exist T, R C G\") such that the following hold:

(TR1) R is (¢,V(G),S1, 52,7 — 1)-projectable;
(TR2) T is an ((S1 W L)U@(R),(Se W L)UR; Kér))-tmnsformer in G;
(TR3) |V(TUR)| < n.
Proof. We may assume that v < e. Choose p > 0 with 7/ < p < v < . We split the
argument into two parts. First, we will establish the following claim, which is the essential part
and relies on (*),_;.

Claim 1: There exist T, Ry A, Ri aur C G") such that the following hold:

(trl) Ry a and Ry aur are (¢, V(G), S1,S2,i — 1)-projectable;

(tr2) T, S1WL, SowL, Ri A, (R1,4), Ri,auL, ¢(R1,auL) are pairwise edge-disjoint r-graphs;

(tr3) T is an ((S1WL)U Ry aur Ud(Ry 4), (S2W L) U Ry 4 UG(R1 AuL):; K(gr))—tmnsformer in

)

Q



30 S. GLOCK, D. KUHN, A. LO AND D. OSTHUS

(trd) |V (T U Ry 4 URyauL)| < 2un.

Proof of claim: By Corollary 5.14 and Lemma 5.7(i), there exists a subset U C V(G) with
0.9un < |U| < 1.1pn such that G' := G[UU S US2 UV (L)] is a (2¢,€ — €, q, r)-supercomplex.
By Proposition 5.1, G” := G'(S1)NG'(Ss) is a (2¢, —e, q—i,r —i)-supercomplex. Clearly, L C
G"" =% and A(L) < 4'n < v/7/|U|. Thus, by Proposition 5.6(v), G”—Lis a (3¢, E—2¢, q—i, r—i)-
supercomplex. By Corollary 6.8, there exists H C G"0—%) — [ such that A := G"0~) — L — H
is K éi;l)—divisible and A(H) < ~'n. In particular, by Proposition 5.6(v) we have that

(i) G"[4] is a K( Z)—dIVISlble (3¢,£/2,q — i,r — i)-supercomplex;

(i) G"[AUL] is a Kéiiz)—leISIble (3¢,&/2,q — i, — i)-supercomplex.
By (i) and (x),—;, there exists a Ké:i)—decomposition K4 of G"[A]. Clearly, A(IC(T ZH)) <q.
Thus, by (ii), Proposition 5.6(v) and (x),_;, there also exists a K( ")_decomposition K 4., of
G'[Au L] - IC(T " For j e [2], define

Kja = (S w KT,
KjauL = (S; & u/cfug)) ,
Rj7A_{€€IC clenS;lefi—1]},
Rjaur = {e € IC](.}‘UL :len Syl efi—1]}.

Note that R 4, R2 A, Ri aur, R2 aur are empty if ¢ = 1. Crucially, since K4 and K4yr are
(r — i + 1)-disjoint and since A and L are edge-disjoint, we have that
(1) S1W L, Ssw L, S1wA SywA K, KQ) . Ria, Roa, Riaor, Reaur are pairwise
edge-disjoint r-graphs.
Observe that for j € [2], we have

(8.1) KV = (S; 9 A) U R4 UK,
(8.2) KV hop = (88 (AU L) U Rjaur UKY),.
Define

— (S1wA) U (Su AU uKy, .
We now check that (trl)—(tr4) hold. First observe that Ry 4 and Ry aur are (¢, V(G), S1, S2,1)-
projectable since ¢ is injective and for all e € Ry g4 U Ry aur, we have |eN Si| € [i — 1] and
enSy =0, so (trl) holds. Note that Re 4 = ¢(Ry 4) and Ro aur, = ¢(R1,4ur). Hence, ()
implies (tr2). Moreover, by (8.1), (8.2) we have that

TU(S1®L)URyauz Ud(Ria) = Ky, WK,
T'U(S2w L) U RyaUd(Ryaur) = K UK,
so (tr3) holds. Finally, |V (T'U Ry a U Ry auz)| < [V(G')] < 2un, proving the claim. —

The transformer 7" almost has the required properties, except that to satisfy (TR2) we would
have needed R aur and ¢(Ri au 1) to be on the ‘other side’ of the transformation. In order
to resolve this, we carry out an additional transformation step. (Since R; 4 and Rj aur are
empty if ¢ = 1, this additional step is vacuous in this case.)

Claim 2: There exist T', R’ C G") such that the following hold:

(trl") R is (¢,V(G), Sy, S2,i — 1)-projectable;

(tr2") T', R, ¢(R'), T, S WL, SoWL, Ry A, ¢(R1,4), Ri,aurL, ¢(R1 aur) are pairwise edge-
disjoint r-graphs;

(tr3") T" is an (R1,aur U R, ¢(R1,4aur) U S(R'); Kér))—tmnsformer in G;

(trd") |[V(T' U R')| < 0.7yn.



31

Proof of claim: Let H' := T U Ry 4 U@(Ry ) U (S1 W L)U(Sy W L). Clearly, A(H') < 5un.

Let W := V(R aur) U V(é(R1,aur)). By (trd), we have that [WW| < 4pn. Similarly to the
above, by Corollary 5.14 and Lemma 5.7(i), there exists a subset U’ C V(G) with 0.4yn <
|U'| < 0.6yn such that G := G[U'UW] is a (2¢,£ — &, q,r)-supercomplex. Let 1 := |U'UW/|.
Note that A(H') < 5un < \/pn. Thus, by Proposition 5.6(v), G = G"” — H' is still a
(3e,& — 2¢,q,r)-supercomplex. For every e € Ry aur, let

Q. :={Q e GD(e)NGD(g(e)) : QN (S1US,) =0}

By Fact 5.2, for every e € Ry aur, € G, we have that |G9(e)NG@ (H(e))| > 0.56A97". Thus,
we have that |Q.| > 0.4£n%7". Since A(Ryaur U ¢(R1aur)) < 4pn < (/un, we can apply
Lemma 6.5 (with |Ry aurl,2,{e, ¢#(e)}, Qe playing the roles of m,s, L;, Q;) to find for every
e € Ry aur some Q. € Q. such that (eUTQe) U ((b(e)er) and (EIUTQE’) U (d)(e/)rUQE’) are disjoint for
distinct e, e’ € Ry aur. For each e € Ry aur, let Q. = (eU Q)= and qu(e) = (p(e) UQ.)=.
Let

o 30) A AT Y — (e\ S1) U Qe
(83) T = U (Qe N Q(]B(e)) - U ( r )
e€Ry auL e€R1 AL
(8.4) R = U Q" | —T'— Ry aur.
e€Ry AuL

We clearly have T', R" € G("). We now check (trl’)—(tr4’). Let ¢/ € R'. Thus, there exists
e € Ryaur with e/ CeUQ.. If &€NS; =0, then ¢ C (e S1)UQe, thus ¢ € T”, so this
cannot happen. Moreover, by (trl) we have [¢/ N S1| < [(eUQ:) N S1| =]enS1| <i—1 and
e N Se| < [(eU Q) NSy = 0. Therefore, R is (¢, V(G), S1,S2,i — 1)-projectable, so (trl’)
holds. Observe that

(8.5) o®)=| U Q| -1 - é(Riaun).

e€ERy AuL

In order to check (tr2’), note first that 7, R/, ¢(R') € G C G") — H'. Thus, by (tr2), it is
enough to check that 7", R', ¢(R'), R1, aur, $(R1,4ur) are pairwise edge-disjoint. Note that no
edge of T" intersects S7 U Sa. Thus, (trl), (8.4), (8.5), (Y1) and Proposition 8.7(ii) imply that
T',R',$(R'), Ri auL, ¢(R1,4ur) are indeed pairwise edge-disjoint, proving (tr2’).

By (8.4) and (8.5), we have T'U R au, UR' = Ueep, ., OV and T'U¢(Ry aur) Ud(R) =

5(r) ; ’
Ueers aor Qd{(e). Hence, T" satisfies (tr3’).

Finally, we can easily check that |V(T"U R’)| <n < 0.7yn. —

Let T:=TU Ry aur U é(R1auL) UT and R := Ry 4 UR'. Clearly, (trl) and (trl’) imply
that (TR1) holds. Moreover, (tr2") implies that T is edge-disjoint from both (S W L) U ¢(R)
and (S2 W L) U R. Observe that

TU(S;WL)UG(R)=TU Ry aur U(Riaur) UT U (S1 W L)U(Ry4)U¢(R)
=TU(S1WL)URy 4 Up(R1a) UT Ud(Ryaun) Ud(R).
Using (tr3) and (tr3’) we can thus see that G[T'U (S1 W L) U ¢(R)| has a Kér)—decomposition.

Similarly, G[T'U (S2 W L) U R] has a K(gT)—decomposition, so (TR2) holds. Finally, we have
[V(TUR)| <4pn+0.7yn < yn by (trd) and (trd"). O

Proof of Lemma 8.5. We can assume that v < 1/h,e. Choose new constants ya, ..., Yr, V5 ..., 7. >
0 such that

In<y <Ly 1< 1< <K< ph<y<l/he<é/q.
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Let ¢: V(H) — V(H') be an edge-bijective homomorphism from H to H'. Let ¢ be as in
Definition 8.6 with V(H), V (H’) playing the roles of Vi, V. Since ¢ is edge-bijective, we have
that

(8.6) ¢|s is injective whenever S C e for some e € H.

For every e € H, we have |G(9)(e)NG@D (H(e))| > 0.56n9™" by Fact 5.2. Tt is thus easy to find for
each e € H some Qe € G9(e)NG D (H(e)) with QN (V(H )UV(H’)) (b such that Q.NQe = )
for all distinct e, ¢’ € H. For each e € H, let Q. := (eUQ,)= and Q¢ = (¢(e)UQ¢)=. Define

sn = U (%)= U@na).
ecH eeH
Ry:=J{e €@ s |dnvH) e -1y = |J QW -1y - H.
eeH ecH

Let 71 :=+. Given i € [r — 1] and T, ,, Rj | C G, we define the following conditions:
(TR1*); R}, is (¢, V(G),V(H),V(H'),i)-projectable;
(TR2*); T 1 is an (HU R, 4, H' U qS(RjH); Kér))—transformer in G;
(TR3"); |V( i1 YR )| < yigan.
Note that (TR2*); implies that T} ; is edge-disjoint from both R} ; and ¢(R}, ), and that all
three are subgraphs of G("). Note also that Ry, and ¢(Rj, ) are edge-disjoint by (TR1*); and
Proposition 8.7(ii).

Claim 1: T} and R} as defined in (8.7) satisfy (TR1*),_1«(TR3*),_1
Proof of claim: (TR3*),_; clearly holds. To see (TR1*),_1, let ¢/ € R}. There exists e € H
such that ¢/ C eU Q. and | NV (H)| € [r — 1]. Clearly, ¢ NV (H') C (eU Q) NV (H') =0,
o (Y1) holds. Moreover, ¢ "V (H) C e, so ¢[eny () is injective by (8.6), and (Y2) holds. Let

¢/,e” € R* and suppose that ¢(e’) = ¢(e”). We thus have ¢/ \ V(H) = ¢’ \ V(H). Since the
Q.’s were chosen to be vertex-disjoint, we must have €’,e” C e U Q. for some e € H. Hence,
(e'Ue” )NV (H) C e and 50 ¢[ (eruennv (mry is injective by (8.6). Since ¢(e'NV (H)) = ¢(e"NV (H))
by assumption, we have ¢ NV (H) = " NV (H), and thus ¢’ = €”. Altogether, (Y3) holds, so
(TR1%),_; is satisfied.

T} is clearly edge-disjoint from both HUR; and H'U¢(R). Moreover, note that | J, Q. is
a Ky)—decomposition of YUHUR; and J, .y Q(E(e) isa Ky)—decomposition of YUH'Up(RY),
so T} satisfies (TR2*),_1. _

Suppose that for some i € [r — 1], we have already found 77, R}, ; C G") such that
(TR1*);—(TR3*); hold. We will now find T} and R} such that (TR1*);—1—(TR3*);—1 hold. To
this end, let

Ri:={eec Rj | : lenV(H)| =1i}.

Let S; be the set of all S € (V(ZH )) such that S is contained in some edge of R;. For each S € §;,
let Lgs := R;(S). By Proposition 8.7(iii), we have that

(8.8) Ri=|J(SwLs) and o(R) = | (6(5)® Lg).

Ses; Ses;
We intend to apply Lemma 8.8 to each pair S, ¢(S5) with S € §; individually. For each S € §;,
define

Vs = (V(G)\ (V(H) UV(H')) US U §(S).

Claim 2: For every S € S;, Ls C G[Vs](S)"=DNG[Vs](6(S) "9 and |V (Ls)| < 1.17:41|Vs].
Proof of claim: The second assertion clearly holds by (TR3*);. To see the first one, let ¢’ €
Ls = R;(S). Since R; C Ry, C G, we have ¢’ € G(S)"=. Moreover, ¢(S) U e’ € ¢(R;) C
¢(R:,) € G by (8.8). Since R;"_H is (¢, V(G),V(H),V(H'),i)-projectable, we have that
eN(V(H)UV(H") =0. Thus, SU€e C Vg and ¢(S)Ue C V. —
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Claim 3: For every S € S;, Lg s Kéi;i)-divisz’ble.

Proof of claim: Let f C V(Lg) with |f| <r —i— 1. We have to check that (giz:m) | [Ls(f)]-

By (TR2*);, we have that T, UHUR;, | and T}, UH'UG(R?, ) are K"-divisible. Clearly, H’
does not contain an edge that contains S. Note that by (TR1* ) and Proposition 8.7(ii), ¢(R7y 1)
does not contain an edge that contains S either, hence [T, | (SUf)| = [(T;,, UH' U$(R))(SU

f)I =0 mod (LI?B}CI) Moreover, since H is K ( )_divisible, we have (TH, URL)(SUS)| =

(T UHUR; | )(SUf)| =0 mod (g:IgB}cI) Thus, we have (r—}ggﬂ) | |[R7, 1 (SUf)|. Moreover,

[RE,(SU D = [Ri(S U P)| = |Ls(f)], proving the claim. -

We now intend to apply Lemma 8.8 for every S € S; in order to define T, Rg € G such
that the following hold:
(TRY) Rgis (¢,V(G),V(H),V(H'),i — 1)-projectable;
(TR2') Ts is an ((S @ Ls) U $(Rs), (¢(S) ¥ L) U Rg; K."))-transformer in G;
(TR3') |V(Ts U Rs)| < vjpqn.
In order to ensure that these graphs are all edge-disjoint, we find them successively. Recall that
P? (for a given r-graph P) was defined in Definition 8.6. Let S’ C S; be the set of all S’ € S;

for which Ts and Rg have already been defined such that (TR1")—-(TR3’) hold. Suppose that
next we want to find Tg and Rg. Let

Ps:=R},U |J Ry,
S’es’
Mg = 1UR 1U¢( H—l) U (TS’URS’U¢<RS’))7
S'eS’
Gs = G[Vs] — (Mg UPg) — (Sw Ls) U (6(S) & Lg))).

Observe that (TR3*); and (TR3) imply that

V(Mg U Ps)| < [V(T} UR UG(REG)) + ) [V(Ts URs Ug(Rs))]
S'es!

h
< 29ipan + 2 <i>%{+1n < in.

In particular, |V(Pg)| < |V(Ps)UV(H)| < vmn+ h. Thus, by Proposition 5.6(v) Gg is still a
(2¢,£/2, q, r)-supercomplex. Moreover, note that Lg C Gg(S)"~9 N Gg(4(S))" 9 by Claim 2
and Lg is K., "-divisible by Claim 3.

Finally, by definition of S;, S is contained in some e € R;. Since R; satisfies (Y2) by
(TR1*);, we know that ¢[. is injective. Thus, ¢[g: S — ¢(S) is a bijection. We can thus apply
Lemma 8.8 with the following objects/parameters:

object/parameter | Gg [ i| S | ¢(S) | ¢ls | Ls | L1vig1 | vieq | 22 | Vs | €/2
playing theroleof | G [i[S1| Sz | ¢ | L | o | ~ [e] n | ¢

This yields T's and Rg such that (TR2') and (TR3’) hold and Rg is (¢]s, V(Gs), S, ¢(S), i
1)-projectable. Note that the latter implies that Rg is (¢, V(G),V(H), V(H’) i—1)- prOJectable
as V(H)NV(Gg) = S and V(H') NV (Gg) = ¢(5), so (TR1') holds as well. Moreover, by
construction we have that

(a) H,H', T |, Rf 1, ¢(R} ), (TS)SESH(Rs)gegﬂ((ﬁ(Rs))Ses are pairwise edge-disjoint;
b) for all distinct S,S” € S; and all e € Rg, ¢’ € Rgr, €’ € Rf, ; — R; we have that ¢(e),
i+1

o(e') and ¢(e”) are pairwise distinct.
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Here, (a) holds by the choice of Mg and (b) holds by the definition of Pg . Let

Ty =T, UR Up(R:) U | Ts,
SES;
Ry := (R, — Ri)u | Rs.
SES;

We check that (TR1*);_1—(TR3*);—; hold. Using (TR3*); and (TR3'), we can confirm that

V(TF UR)| < V(T U R UG(RE )+ D [V(Ts U Rs))|
SES;

h
< 2yi41n + (Z.>%"+1n < yin.

In order to check that R} is (¢,V(G),V(H),V(H'),i — 1)-projectable, note that (Y1)
and (Y2) hold by (TR1*);, the definition of R; and (TR1’). Moreover, (Y3) is implied
by (TR1*);, (TR1’) and (b )
)i~

Finally, we check (TR2*);_;. Observe that

Ty UHUR; = T/ URUGR)U |JTsUHU(R;,, —R)U | J Rs

SEeS; SES;

(17, UHURY,) U | (T U(6(S) w Ls) U Rs),
SEeS;

T UH UG(R;) = T URUGR)U | TsUH U(G(R;y,) — d(R:)U | o(Rs)

SeS; SeS;

(17, UH UG(R:)) U | (Ts U (S @ Ls) U o(Rs)).

SES;

Thus, by (TR2*); and (TR2'), both G[T U H U RY] and G[T U H' U ¢(R?)] have a K-
decomposition.

Finally, T} is an (H, H'; K,g”)-transformer in G with A(T}) < yin by (TR2%) and (TR3*)g
since R} is empty by (TR1%)g and (Y1). O

8.2. Canonical colourings. Ideally, for each K(gr)—divisible H, we would like to find H’ with

H ~~ H' so that H' is (trivially) K(Y)—decomposable. Together with the corresponding trans-
former T guaranteed by Lemma 8.5, this would give us an absorber A := T'U H' for H.
But it is far from clear why such an H’ should exist. A strategy to overcome this issue is
to search for a ‘canonical’ L, so that H ~~ L for any H with |H| = |L|. In particular, to-

gether with Lemma 8.5 this would imply the existence of an (H, L; K(Y))—transformer Ty and

an (Hy, L; Ky))—transformer Ty, where Hy is the union of ]H]/(g) disjoint Kér)’s. This in turn
immediately yields an absorber A := Ty UL UTyU Hy for H. Unfortunately, this strategy still
has the problem that any natural construction of L seems to lead to the occurrence of multiple
as well as degenerate edges in L.

We are able to overcome this by considering the above strategy with the ‘clique complement’
V H playing the role of H: here VH is obtained from H by first extending each edge of H into
a copy of K(ST) and then removing the original edges of H. We can then find the required L
which is canonical with respect to clique complements of arbitrary H. The actual construction
of L is quite simple to describe. Perhaps surprisingly, the proof that it is indeed canonical is
based on the inductive assertion (),_1.

A multi-r-graph G consists of a set of vertices V(G) and a multiset of edges E(G), where
each e € E(G) is a subset of V(G) of size r. We will often identify a multi-r-graph with its
edge set. For S C V(G), let |G(S)| denote the number of edges that contain S (counted with
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multiplicities). If |[S| = r, then |G(S)| is called the multiplicity of S in G. We say that G is

K{-divisible if (Z]5]) divides |G(S)| for all S C V(G) with [§] <7 —1.

Definition 8.9. We introduce the following operators @q,r, V. Given a (multi-)r-graph H,
let @WH be obtained from H by extending every edge of H into a copy of K, (Y). More precisely,
for every e € H, let Z. :={zc1,..., ze,q—r} be a vertex set of size ¢ — r, such that Z, N Z, =)
for all distinct (but possibly parallel) e,e’ € H and V(H) N Z. = () for all e € H. Then V,,H
is the (multi-)r-graph on V(H) U ,c g Z. with edge set |J ¢y (GUTZE), that is, (Vg H)[e U Z]
is a copy of Kér) for every e € H. Let Vy,.H := V,,H — H. If ¢ and 7 are clear from the
context, we omit the subscripts. Note that if H is K(Y)—divisible, then so is V. H.

k—i
r—1—:

For r € N, let M, contain all pairs (k,m) € N3 such that - (
1€ [7” — 1]0.
Definition 8.10. Given ¢ > r > 2 and (k,m) € M, define the multi-r-graph L} as follows:
Let B be a set of size ¢ — r such that [k] N B = (). Define L} on vertex set [k] U B such that

) is an integer for all

for every e € ([H;JB), the multiplicity of e is
0 if e C [K];
L8, :{ I
; T—Ten[&]] (7‘—1‘—|e£‘|[]llﬂ) otherwise.

Finally, for an r-graph H, we let H Ky denote the vertex-disjoint union of H and t copies
of K. We write H*t if q is clear from the context.

The main lemma of this subsection is the following, which guarantees the existence of the
desired canonical graph.

Lemma 8.11. Let ¢ > r > 2 and assume that (x),_1 holds. Then for all h € N, there exists

(k,m) € M, such that for any Kér)—divisible r-graph H on at most h vertices, there exists
t € N such that V(V(H*")) ~ VLT .

To prove Lemma 8.11 we introduce so called strong colourings. Let H be an r-graph and
C aset. A map c: V(H) — C is a strong C-colouring of H if for all distinct z,y € V(H)
with |H({z,y})| > 0, we have c¢(x) # c(y), that is, no colour appears twice in one edge. For
a € C, we let ¢ !(a) denote the set of all vertices coloured a. For a set ¢’ C C, we let
(0 :={ec H : C" Cc(e)}. We say that c is m-regular if |c<(C")| = m for all C’' € (T(jl).

Given an r-graph H and a strong C-colouring ¢ of H, let id(H, c) denote the multi-r-graph
obtained from H by identifying ¢~!(a) to a new vertex for all « € C, that is, id(H,c) has
vertex set C and its edge set is the multiset {c(e) : e € H}.

Proposition 8.12. Let ¢ > r > 2. Let H be an r-graph and ¢ a strong C-colouring of H.
Then Vg, (H) ~ Vg, (id(H,c)).

Proof. Let V(H) UJ.cpy Ze be the vertex set of V,,(H) as in Definition 8.9. Similarly, for
every e € H, let Z] = {2 ,...,2 4} be such that C'UJ,cy Z; can be taken as the vertex
set of V. (id(H,c)) as in Definition 8.9. Define ¢: V(Vy,(H)) = V(V4r(id(H,c))) as follows:
for all z € V/(H), let ¢(x) := c(x), and for all e € H and i € [¢ — 7], let @(z;) := 2, ;. Then ¢

is an edge-bijective homomorphism from V,,(H) to V,,(id(H,c)). O

Fact 8.13. Let HA be an r-graph and let ¢ be a strong m-regular [k]-colouring of H. Then
|cS(C)] = 2 ( ki ) for alli € [r —1]o and all C' € ([?]).

r—i \r—1—1
Let H be an r-graph and assume that c is a strong C-colouring of H. There is a natural way
to derive a strong colouring Vy,c of V. H. Let V(H)U|J.cp Ze be the vertex set of V. H
as in Definition 8.9. Let B = {b1,...,b,—,} be a set of size ¢ — r such that C'N B = (). Define
Vg.rc as follows: for all x € V(H), let V,c(x) := c¢(z), and for every e € H and i € [¢ — 1], let
Vgrc(ze,i) :=b;. Clearly, V¢ is a strong (C'U B)-colouring of V,, H.
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Proposition 8.14. Let ¢ > r > 2. Let H be an r-graph and suppose that c is a strong
m-regular [k]-colouring of H. Then (k,m) € M, and id(Vq,H,Vgq,c) = L{T

Proof. By Fact 8.13, (k,m) € M,, so L’ is defined. Let B be a set as above such that
[k] U B is the colour set of Ve. Thus, [k] U B is the vertex set of id(VH,Vc). We may also
assume that L7 has vertex set [k] U B as well. For a set e € ([k]fB), define

S(e):={e’ € VH : Ve(e') =e}.

It remains to show that for all e € ([k]fB), we have [S(e)| = [L} (e)]. So let e € ([k]fB).
Clearly, if e C [k], then S(e) = 0 since no edge of H is contained in VH, and |LZ::n(e)| =0,
so we can assume that e Z [k]. We claim that |S(e)| = |cS(e N [k])|. Indeed, for every ¢” € H
with e N [k] C c(e”), we have that ¢’ := (¢" Nc (e N [k])) U{zen; : bi € en B} isin VH and
Ve(e') = e, and this assignment is bijective. Thus, since |eN [k]| < r—1, Fact 8.13 implies that

s =l en i) = — e (ET M) —

O

The following lemma guarantees the existence of a suitable strong colouring. Together, these
tools allow us to deduce Lemma 8.11.

Lemma 8.15. Let ¢ > r > 2 and assume that (x),—1 holds. Then for all h € N, there exist

k,m € N such that for any Kér)—divisible r-graph H on at most h vertices, there exists t € N
such that H™' has a strong m-reqular [k]-colouring.

Proof of Lemma 8.11. Let h € N and let £k, m € N be as in Lemma 8.15. Now, let H be any

Ky)—divisible r-graph H on at most h vertices. By Lemma 8.15, there exists ¢ € N such that
H* has a strong m-regular [k]-colouring c. In particular, Vc is a strong colouring of V(H*?).
Thus, by Proposition 8.12, we have V(V(H ")) ~ V(id(V(H "), Vc)). By Proposition 8.14,
we have (k,m) € M, and id(V(H™),Ve) = L¥" | completing the proof. O

k,m>

It remains to prove Lemma 8.15. We need the following result about decompositions of
multi-r-graphs (which we will apply with » — 1 playing the role of r).

Corollary 8.16. Let r € N and assume that (x), is true. Let 1/n < 1/h,1/q with ¢ > r be

such that KT(LT) 18 K(gr)-divisible. Let m € N. Suppose that H is a Kér)-divisible multi-r-graph
on [h] with multiplicity at most m — 1 and let K be the complete multi-r-graph on [n] with

multiplicity m. Then K — H has a K(T)—decomposition.

Proof. Choose ¢ > 0 such that 1/n < ¢ < 1/h, 1/q We may assume that H := V. H is
a multi-r-graph on [n]. We may also assume that H := V,.(H — H) is an r-graph on [n].
Observe that the following are true:
(a) H can be decomposed into m—1 (possibly empty) K. (gT)
Hi,...,H i
(b) H is a K(gr)—decomposable (simple) r-graph;
() HUH = HUV(VH).

By (c), we have that

-decomposable (simple) r-graphs

K-H=(K-H-H)UH=HU(K—-H-V(VH)).

Let K’ be the complete (simple) r-graph on [n]. For each i € [m — 1], define H; := K' — H,
and let Hy, := K’ — V(VH). We thus have K — H — V(VH) = U, ¢, Hi by (a).
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Recall that K’ is a (0,0.99/¢!, g, 7)-supercomplex (cf. Example 3.8). We conclude with
Proposition 5.6(v) that HS” is an (g,0.5/¢!, ¢, 7)-supercomplex for every i € [m]. Thus, by (%),
H; is Kér)—decomposable for every i € [m]. Thus,

K-H=HU(K-H-V(VH)=HU | H,

i€[m]

has a K, ér)—decomposition. O

Proof of Lemma 8.15. Choose k € N such that 1/k < 1/h,1/q and such that KIET_I)
is Kéril)—divisible. (Note that for every a € N, Ké?;)liq is Kéril)—divisible.) Let G be the
complete multi-(r — 1)-graph on [k] with multiplicity m’ := h+ 1 and let m := (¢ —r + 1)m/.

Let H be any Ké,r)—divisible r-graph on at most h vertices. We may assume that V(H) = [h].
We first define a multi-(r —1)-graph H' on [h] as follows: For each S € (7@1), let the multiplicity
of S'in H' be |H'(S)| := |H(S)|. Clearly, H' has multiplicity at most h. Observe that for each
S C [h] with |S| <r —1, we have

(8.9) |H'(S)] = (r = |SDIH(S)].

Note that since H is Kér)—divisible, we have that (q_(;_l)) | |H(S)| for all S € (T[f]l). Thus, the
multiplicity of each S € (T[ﬁ]l) in H' is divisible by ¢ —r 4 1. Let H” be the multi-(r — 1)-graph
on [h] obtained from H’ by dividing the multiplicity of each S € (T_}l) by ¢ — r + 1. Hence,
by (8.9), for all S C [h] with |S| <r — 2, we have

Cg-r+1 g—r+1 (Z:}gb r—1—19| r—1—19|

since H is Kér)—divisible. Thus, H” is Kér_l)—divisible. Therefore, by Corollary 8.16 (with
k,m',r — 1 playing the roles of n,m,r) and our choice of k, G — H” has a decomposition into
t edge-disjoint copies K1,..., K, of Kéril).

We will show that ¢ is as required in Lemma 8.15. To do this, let K,..., K; be vertex-
disjoint copies of K(Y) and vertex-disjoint from H. We will now define a strong m-regular
[k]-colouring ¢ of H™* = H U Ujep K- To this end, for every j € [t], let xj1,...,2;4 be an

enumeration of V(K;) and let y;1,...,y;, be an enumeration of V(K?). For all z € V(H), let
(8.10) c(x) == x.

For all j € [t] and ¢ € [q], let

(8.11) c(xj4) = yji-

Clearly, c is a strong [k]-colouring of H*!. It remains to check that it is m-regular. Let
C e (). Weset |[H(C)| = |H"(C)| := 0if C € [h]. By (8.10), we have that |H(C)]
edges e of H satisfy C' C c(e). Let J(C) :={j € [t] : C C {yj1,...,Yjq}t}. Clearly, if
j € [t} \ J(C), then K; does not contain any edges e with C' C c(e) by (8.11). Moreover,
if j € J(C), then K; contains ¢ — (r — 1) edges e with C' C c(e), also by (8.11). Thus,
|cS(C)| = |H(C)| + (g — r + 1)|J(C)|. Note that C has multiplicity m’ — |[H"(C)| in G — H",
and hence we have |J(C)| = m’ — |H"(C)|. Since |H"(C)| = |H(C)|/(¢ — r + 1), we conclude
that [cS(C)| = (¢ —r+ 1D)(|H"(C)|+ J(C)) = (¢ — 7+ 1)m' =m. O
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8.3. Proof of the Absorbing lemma. We can now use Lemma 8.5 and Lemma 8.11 to
construct the desired absorber as a concatenation of transformers.

Proof of Lemma 8.2. If H is empty, then we can take A to be empty, so let us assume
that H is not empty. In particular, G is not empty. Recall also that we assume 7 > 2. By
Lemma 8.11, there exist k,m,t1,t9 € N such that

(8.12) V(V(H* ™))~ VLI and V(V(0+2)) ~ VLI .

We can assume that 1/n < 1/k,1/m,1/t;,1/ts.

Clearly, there exist disjoint Q1,...,Qq,Q1,...,Q}, € G@ which are also disjoint from
V(H). Let Hy := HUU;¢, G"[Q;] and Hy := Ujeqtal G [Q%]. So H\ is a copy of H''t and
Hy is a copy of )72, Moreover, both G[H; — H] and G[H>] have a Kq(r)—decomposition.

For each e € Hy U Hy, choose Q. € G(q_T)(e). We can assume that all ). are pairwise
disjoint and disjoint from V(Hy) UV (Ha). Let H{ := U.ep, (G"(Qc Ue) — {e}) and H} :=
UeeHQ(G(T)(Q6 Ue) — {e}). Thus, H] is a copy of V(H™") and H) is a copy of V(QT*2).
Moreover, both G[Hy, U H] and G[H U H)| have a Kgr)—decomposition.

For each e € H} U H}, choose Q. € G4 ") (e). We can assume that all Q. are pairwise
disjoint and disjoint from V(H{) UV (Hj). Let HY := Uep(G"(Qe Ue) — {e}) and HY :=
UeeHé(G(r)(QeUe) —{e}). Thus, H{ is a copy of V(V(H 1)) and HY is a copy of V(V(01'2)).
Moreover, both G[H| U H{| and G[H) U HY] have a Kér)—decomposition.

Since G is (&, g, r)-extendable, it is straightforward to find a copy L’ of VLZ’;” in G(") which is

vertex-disjoint from H{ and HY. (This step is the reason why the definition of a supercomplex
includes the notion of extendability.)

By (8.12), we have H{ ~» L' and HY ~» L'. Clearly, both H{ and HY are K(gr)—divisible7 and
(again by (8.12)) so is L'. By Proposition 5.6(v) and Lemma 8.5, there exists an (H{, L'; thr))—
transformer 77 in G — (Hy; U H} U Hy U Hy U HY) with A(Ty) < n/3. Similarly (using
Proposition 5.6(v) and Lemma 8.5 again), we can find an (HY, L' ;Kér))—transformer Ty in
G — (HiUH{UH{UHyUHyUT) with A(T3) < yn/3.

Let

A:=(H, - H)U(H{UH{)U(ThUL)U (T, U HY) U (H) U Hy).
Clearly, A C G, and A(A) < yn. Moreover, A and H are edge-disjoint. It remains to show
that both G[A] and G[A U H] have a Kq(r)—decomposition.

By construction, G[H; — H|, G[H{UHTY|, G[T1UL'], G[T,UH}] and G[H,U Hs] are r-disjoint
and have a Kér -decomposition each. Thus, G[A] has a K, qT)-decomposition. Moreover, we have
AUH = (H;UH))U(HY UT)) U (L' UTy) U (HY U H) U Hs.

By construction, G[Hy U H], G[H{ UT\|, GIL' UTs], GIHY U H}] and G[Hs] are r-disjoint and
have a Kér)—decomposition each. Thus, G[AU H| has a Kq(T)—decomposition. So A is indeed a
Kq(T)—absorber for H in G. O

9. PROOF OF THE MAIN THEOREMS
We can now deduce our main results (modulo the proof of the Cover down lemma).

Proof of Theorem 3.7. We proceed by induction on r. The case r = 1 forms the base case
of the induction and in this case we do not rely on any inductive assumption. Suppose that
r € N and that (x); is true for all i € [r — 1].

Choose new constants m’ € N, v, > 0 such that 1/n < y < 1/m' < e < p < &,1/q.

Let G be a Klgr)—divisible (e,&,q,r)-supercomplex on n vertices. By Lemma 7.6, there exists
a (2v/e, 1, & — e,q,7,m)-vortex Uy, Uy, ..., Uy in G for some um’ < m < m'. Let Hy,...,Hs be
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an enumeration of all spanning Kér)—divisible subgraphs of G[U;]"). Clearly, s < 2(7). We will
now find edge-disjoint subgraphs Ay, ..., A, of G(") such that for all i € [s] we have that

(Al) A;isa Kq(r)—absorber for H; in G;

(A2) A(4;) < n;

(A3) A;[Ui] is empty.

Suppose that for some t € [s], we have already found edge-disjoint Ay, ..., A;—1 that satisfy
(A1)~(A3). Let T} := (G [Uy] — Hy) U Uiep—1) Ai- Clearly, A(Ty) < pn + syn < 2un. Thus,
Gaps, := G —T; is still a (\/1, /2, q,7)-supercomplex by Proposition 5.6(v). Using Lemma 8.2,
we can find a Kér)—absorber A for Hy in Gapsr with A(Ay) < yn. Clearly, A; is edge-disjoint
from Ay,..., A;—1. Moreover, (A3) holds since G((lb) (0 =H,

Let A* := Aj U---U A;. It is easy to see that (Al) (A3) imply the following:

(A1) for every Kér)—divisible subgraph H* of G[U,]"), G[A* U H*] has a Kér)—decomposition;
(A2) A(A") < em;
(A3") A*[Uy] is empty.

Let Gumost := G — A*. By (A2') and Proposition 5.6(v), Gumost 18 an (1/2,£/2,q,1)-
supercomplex. Moreover, since A* must be Kér)—divisible, we have that Ggmoest 1S Kér)—divisible.
By (A3'), U,...,U; clearly is a (2v/g, i, & — €,q, 7, m)-vortex in Guimest[U1]. Moreover, (A2)
and Proposition 7.10 imply that Up is (51/5,u,§/2,q,r)—random in Guimoest and Uy \ Uz is
(Y%, u(1—p), €/2, q,r)-random in G gpmesi- Hence, Uy, Uy, ..., Upisstill an (/5 1, €/2, q, 7, m)-
vortex in Ggymoest- Thus, by Lemma 7.13, there exists a Kq(r)—packing Kaimost i Gaimost Which
covers all edges of o) , except possibly some inside U;. Let H* := (G(’”) — ’ngnost)[Uf]'

almos
Since H™* is K,g )—d1v1s1ble, G[A* U H*] has a Kér)—decomposition Kapsors by (A1"). Then,
Kaimost U Kabsory 18 the desired Kér)-decomposition of G. O

Proof of Theorem 3.14. Choose new constants v,&’, &' such that 1/n € v < ¢/ < ¢ <
€,1/¢,1/X. By Lemma 3.4, G is an (&', /&, q,r)-supercomplex. Split G(") into two subgraphs
Gy and Gy such that for i € [2] and all L C G") with A(L) < ¢'n,

(9.1) G[G; A L] is a (Ve €, q,r)-supercomplex.

That such a splitting exists can be seen by a probabilistic argument: For each edge e €
G independently, put e into G; with probability 1/2, and into Gy otherwise. Then by
Corollary 5.16, whp the desired property holds.

By Corollary 6.8, there exists a subgraph L* C G2 with A(L*) < vyn such that G}, := G —L*
is Ky)-divisible. Let G} := G1 U L* = G — GY. Clearly, G is still (g, 7, \)-divisible, and
both G[G)] and G[G}] are (Ve', €, q,r)-supercomplexes by (9.1). By repeated applications of
Corollary 6.8, we can find edge-disjoint subgraphs Ly, ..., Ly of G} such that R; := G} —
is Kér)-divisible and A(L;) < vn for all i € [\]. Indeed, suppose that we have already found
Li,...,Li—y. Then A(LijU---UL;j—1) < Ayn < Ve'n. Thus, by Corollary 6.8, there exists a
subgraph L; C G} — (L1 U---U L;_1) with A(L;) < n such that G} — L; is K(gr)—divisible.

Let GJ := Gy ULy U---ULy. We claim that GJ is K\ )_divisible. Let S C V(G) with
|S| < r —1. We then have that

GH(9)| = 1G5 + > |1Li(S)| = |G5(S)| + D [(Gh — Ri)(9)]
1€[A] 1€[N]
= |G4(S)| + AGL(S) = D |Ri(S)| =0 mod <1~ - :g:)
€[]

Thus, GY is Kér)—divisible. Clearly, A(L* UL U---ULy) < (A+1)yn < &'n. By (9.1), we can
see that each of G[G5], G[G3], G[R1], .. .,G[R,\] is a (Ve/, ¢, q,r)-supercomplex.
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Using Theorem 3.7, we can thus find Ké”-decompositions Ki,...,Kx_1 of G[G], a K(Y)-
decomposition K* of G[G4], and for each i € [A], a K,gr)—decomposition K of G[R;]. Moreover,
we can assume that all these decompositions are pairwise g-disjoint. Indeed, this can be
achieved by choosing them successively, deleting the corresponding ¢-sets from the subsequent
complexes and then applying Proposition 3.12 (where ¢t < 2\ < v&/n9™7") to verify that the
parameters of the subsequent supercomplexes are not affected significantly. We claim that
K = K*UUiep-1 Ki UUiep Ki (viewed as a collection of copies of Kér)) is the desired
(q,7, N)-design. Indeed, every edge of G} — (L1 U---ULy) is covered by each of K/, ..., K. For
each i € [A], every edge of L; is covered by K* and each of K7,...,K;_, K] ,,...,K). Finally,
every edge of GY is covered by each of Ky, ..., x_1 and K*. (]

We note that the same proof can be used to obtain (g, 7, A)-designs of a supercomplex G,
where A is allowed to grow with n, if we utilize an approximate decomposition result which
achieves a sublinear maximum degree for the leftover. More precisely, an analogous statement
of Theorem 6.1, where we might assume that G is (n*(q*”)/Z'Ol, d, q,r)-regular, say, and yn is
replaced by g(n) = o(n'~%), would imply that Theorem 3.14 holds for all A < n®.

Proof of Theorem 1.3. Choose ¢ > 0 such that 1/n < ¢ < p,1/¢,1/X and let

112 (77 e "
= (()T|)c(q,r,p), £:=0.99/q!, €& :=0.95¢p? (“ ), ¢ = 0.9(1/4)(q<1 )(5’ - ).
q—r)!
Recall that the complete complex K, is an (g, &, g, r)-supercomplex (cf. Example 3.8).
Let H ~ H,(n,p). We can view H as a random subgraph of K,(Lr). By Corollary 5.16, the

following holds whp for all L C K" with A(L) < ¢(q,r,p)n:
Ky,[HAL]isa (3 +c,& -, q,r)-supercomplex.

/
C :

or q;l‘»'r
Note that ¢/ < M. Thus, 2(2v/e)"-(3e+c') < & —¢. Hence, it HAL is (g, 7, \)-divisible,
it has a (g, r, A\)-design by Theorem 3.14. O

Proof of Theorem 1.4. By Example 3.9, we have that H" is an (¢, €, ¢, r)-supercomplex,
where € := 297" lc/(g—r)! and € := (1 — 2q+1c)p2r(qtr)/q!. It is easy to see that (1.1) implies
that 2(2/e)"e < &. Hence, an application of Theorem 3.14 completes the proof. ([

Proof of Theorem 1.5. By Example 3.11, we have that G is an (0.01&,0.99¢, g, 1)-
supercomplex. Moreover, since g | n, G is Kél)—divisible. Thus, by Corollary 3.13, G has

0.01én9! g-disjoint Kél)—decompositions, i.e. G has 0.016n9" ! edge-disjoint perfect matchings.
O

10. COVERING DOWN

It remains to prove the Cover down lemma (Lemma 7.4), which we do in this section. Suppose
that G is a supercomplex, U is a random subset of V' (G) and L* is a very sparse ‘leftover’ graph.

Recall that the lemma guarantees a Kér)—packing that covers all edges that are not inside U by
using only few edges inside U. More precisely, the Cover down lemma shows the existence of a
suitable sparse graph H* so that G[H* U L*] has a K(Y)-packing covering all edges of H* U L*
except possibly some inside U.

We now briefly sketch how one can attempt to construct such a graph H*. For the moment,
suppose that H* and L* are given. For an edge e of H* U L*, we refer to |e N U| as its type. A
natural way (for divisibility reasons) to try to cover all edges of H* U L* which are not inside U
is to first cover all type-0-edges, then all type-1-edges, etc. and finally all type-(r — 1)-edges. It
is comparatively easy to cover all type-0-edges. The reason for this is that a type-0-edge can be
covered by a g-clique that contains no other type-0-edge. Thus, if H* is a random subgraph of
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G — GW[V(G) \ U], then every type-0-edge (from L*) is contained in many g-cliques. Since
A(L¥) is very small, this allows us to apply Corollary 6.7 in order to cover all type-0-edges
with edge-disjoint g-cliques. The situation is very different for edges of higher types. Here we
would like to apply the following observation to cover edges of type r — i.

Fact 10.1. Let G be a complexr and S € (V(iG)) with 1 < i < r < q. Suppose that K is a
Ké:z)—decomposition of G(S). Then (SwKEO=)= js q K(gr) -packing in G covering all r-edges
that contain S.

Proof. For each Q € K979 we have SUQ € G since Q € G(S)(4~"). Moreover, for distinct
Q,Q' € K49 we have |(SUQ)N(SUQ")| =i+ |QNQ’| < i+ (r—i) =r. Thus, (SwLE~)<
is a chT)—packing in G. Let e € G") with S C e. Then e\ S € G(S)"?, so there exists some
Q € K29 with e\ S C Q. Hence, e is covered by SUQ € ((S w Ka=))=)(9), O

A natural approach is then to reserve for every S € (V((?\U) a random subgraph Hg of

G(9)[U]" =9 and to protect all the Hg’s when applying the Boosted nibble lemma. Let L be
the leftover resulting from this application and suppose for simplicity that there are no more
leftover edges of types 0,...,7 —i—1. Let Lg := L(S). Thus Lg C G(S)[U]"~9. The hope is
that the Hg’s do not intersect too much, so that it is possible to find a K é:l)—decomposition
KCg for each HgU Lg such that the K(Y)-packings (S ngrz—i))g are r-disjoint. This would then

yield a Kér)-packing covering all leftover edges of type r —i. There are two natural candidates
for selecting Hg:

(A) Choose Hg by including every edge of G(S)[U]"~% with probability v.
(B) Choose a random subset Ug of U of size p|U| and let Hg := G(S)"=9[Usg].

The advantage of Strategy (A) is that Hg U Lg is close to being quasirandom. This is not the
case for (B): even if the maximum degree of Lg is sublinear, its edges might be spread out over
the whole of U. Unfortunately, when pursuing Strategy (A), the Hg intersect too much, so it is
not clear how to find the desired decompositions due to the interference between different Hg.
However, it turns out that under the additional assumption that V(Lg) C Ug, Strategy (B)
does work. We call the corresponding result the ‘Localised cover down lemma’ (Lemma 10.7).

We will combine both strategies as follows: For each S, we will choose Hg as in (A) and
Us as in (B) and let Jg := G(S)"~9[Us]. In a first step we use Hg to find a Ké:l)—packing
covering all edges of e € Hg U Lg with e € Ug, and then afterwards we apply the Localised
cover down lemma to cover all remaining edges. Note that the first step resembles the original
problem: We are given a graph HgU Lg on U and want to cover all edges that are not inside
Us C U. But the resulting types are now more restricted. This enables us to prove a more
general Cover down lemma, the ‘Cover down lemma for setups’ (Lemma 10.22), by induction
on r — |S|, which will allow us to perform the first step in the above combined strategy for all
S simultaneously.

10.1. Systems and focuses. In this subsection, we prove the Localised cover down lemma,
which shows that Strategy (B) works under the assumption that each Lg is ‘localised’.

Definition 10.2. Given ¢ € Ny, an i-system in a set V is a collection § of distinct subsets of
V of size i. A subset of V is called S-important if it contains some S € S, otherwise we call it
S-unimportant. We say that U = (Ug)ses is a focus for S if for each S € S, Ug is a subset of
V\S.

Definition 10.3. Let G be a complex and S an i-system in V(G). We call G r-ezclusive with
respect to S if every f € G with |f| > r contains at most one element of S. Let U be a focus for
S. If G is r-exclusive with respect to S, the following functions are well-defined: For r’ > r, let
&+ denote the set of S-important 7’-sets in G. Define 7, : £ — [/ —i]p as 7,7(e) := |e N Ug],
where § is the unique S € S contained in e. We call 7+ the type function of G, S, U.
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Fact 10.4. Letr € N andi € [r—1]o. Let G be a complex and S an i-system in V(G) such that
G is r-exclusive with respect to S. Let f € G with |f| > r be S-important and let &' := &N ({)
Then we have

(i) maXeeg! Tr(e) < 7-|f\(f) < |f’ — 7+ mineegr Tr(e)a

(ii) Mminegr Tr(e) = max{r + 7—|f|(f) - ’f‘v 0}
Proof. Let S C f with S € §. Clearly, for every S-important r-subset e of f, S is the unique
element from S that e contains. For any such e, we have 74 (f) = [f N Us| > [eNUs| = 7:(e),
implying the first inequality of (i). Also, |f|—77(f) = [f\Us| > e\ Us| = r — 7,(e), implying
the second inequality of (i).

This also implies that minecer 7-(€) > max{r + 77 (f) — [f[,0}. To see the converse, note
that |f\ Us| = [f| — 7j7/(f). Hence, we can choose an r-set e C f with S C e and [e \ Us| =
min{|f| — 77(f),r}. Note that e € & and 7.(e) = r — |e \ Us| = v — min{|f| — 7y7/(f),7} =
max{r + 7)7/(f) — | f|,0}. This completes the proof of (ii). O

In order to make Strategy (B) work, it is essential that the Ug do not interfere too much
which each other. The following definition makes this more precise.

Let Z,; be the set of all quadruples (20, 21, 22, z3) € N§ such that 2o + 21 < i, 29 + 23 < i
and 29 + 21 + 22 + 23 = r. Clearly, |Z,;| < (r +1)3, and Z,;, =0 if i = 0.

Definition 10.5. Let V be a set of size n, let S be an i-system in V and let U be a focus
for S. We say that U is a p-focus for S if each Ug € U has size un £ n?/3. For all S € S,
z = (20, 21,%2,23) € Z,; and all (21 + 22 — 1)-sets f C V' \ S, define

T ={5'eS:|SnS|=2,fC S UUs,|Us S| > 23},
T =18 €Ts. : 1fNS] =2},
T =18 €Ts. : IFNS] =2 1,|Usn (S"\ f)] > 1}.

We say that U is a (psize, p, 7)-focus for S if

(F1) each Ug has size pg;zepn £ n2/3;
(F2) |Us NUg/| < 2p?n for distinct S, 5" € S;
(F3) for all S € S, z = (20, 21, 22, 23) € Z,; and (21 + 22 — 1)-sets f C V' \ S, we have

f 6r zo+zz—1, i—z0—
’jS’Z71’ §2 T‘pZQ z3 n’L 20 Z1’

9 1 i—z0— 1
|j5{272| <2 rpZ2+23+ pi—F0—z1+1

The sets S’ in J. g .1 and Jg . o are those which may give rise to interference when covering
the edges containing S. (F3) ensures that there are not too many of them. We now show that
a random choice of the Ug satisfies this.

Lemma 10.6. Let 1/n < p < psize, 1/7 and i € [r — 1]. Let V be a set of size n, let S be
an i-system in V and let U' = (Ug)ses be a psize-focus for S. Let U = (Us)ses be a random
focus obtained as follows: independently for all pairs S € S and x € Ug, retain x in Ug with
probability p. Then whp U is a (psize, p,)-focus for S.

Proof. Clearly, Us CV \ S for all S € S.

Step 1: Probability estimates for (F1) and (F2)

For S € S, Lemma 5.7(i) implies that with probability at least 1 — 2e*0'5‘U§‘1/3, we have
|Us| = E(|Us|) + 0.5|UL|?/% = ppsizen £ (pn?/? + 0.5|U%|?/3). Thus, with probability at least
1—e " (F1) holds.

Let S,5" € S be distinct. If |[UgNUg, | < p*n, then we surely have |[UsNUg/| < p?n, so assume
that (U5 N US| > p?n. Lemma 5.7(i) implies that with probability at least 1 — 2¢~ 2" 1UsU |,
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we have |Us N Us| < E(|Us N Ug'|) + p*|UL N UL | < 2p?n. Thus, with probability at least
1—e ', (F2) holds.

Step 2: Probability estimates for (F3)

Now, fix S € S, z = (20,21,22,23) € Zp; and an (21 + 22 — 1)-set f C V' \ S. In order to
estimate \jsfz 1| and ]jgz2\, define

T =1{8' e85 :|SNS|=z,fNS| = =),
j”::{SIGSZ |SﬂS/’:ZO,|fﬂS/‘:Zl—1}.

Clearly, Jéz’l C J' and .75%2 C J”. Moreover, since f NS = (), we have that

|j/| < < { > (Zl + 22 — 1>nizozl < 227‘,01'7207217

20 Z1
‘j”‘ < ? <1 + z2 — 1 ni*ZO*Zl‘i’l < 227‘ni720721+1.
— \ 20 z1—1 B

Consider S’ € J'. By the random choice of Ug: and since f NS = ), we have that
P(S' € TL, ) =P(f\ S CUs,|Us N S| > 23) =P(f\ &' CUs) - P([Us N S| > 23).

Note that P(f \ §" € Ug) < p* ! since |f\ §'| = zp — 1. Moreover, P(|Us N S| > 23) <
()P < 2p%.

Hence, 7E|jgzl| < 232iprtm—l92rpi=20=21  Gince i — 29 — 21 > 1 and Ug and Ugr are
chosen independently for any two distinct 5", S” € J', Lemma 5.7(iii) implies that

(101) ]P’(‘jgz 1‘ 2 26'r'p22+Z3—1ni—20—21) < e_zﬁrp22+z3—lni—z0—z1 S e_\/ﬁ_

Now, consider S’ € J”. By the random choice of Ug and Ug/, we have that
P(S' € T4, ) =P(f\ S CUs,|[Us NS| > 23, [Us N (S'\ )] > 1)
=P(f\ S CUs) -P(UssNS| > 23) - P([Us N (S"\ f)] > 1)

= <;3>pz3 (i =21+ 1)p < r2rp At

However, note that the events S’ € 7, g 22 and S” € 7. g .o are not necessarily independent. To
deal with this, define the auxiliary (i — zo — z1 + 1)-graph A on V' with edge set {S"\ (SU f) :
S" e J"} and let A’ be the (random) subgraph With edge set {S"\ (SUf) : S € jg,z,z}'
Note that for every edge e € A, there are at most (;0) (letzfl_l) < 22" elements S’ € J" with
e=5"\(SU ). Hence, |\7§Z o] < 22| A'|. Moreover, every edge of A survives (i.e. lies in A’)
with probability at most 22" - r27p?2+#3+1 and for every matching M in A, the edges of M
survive independently. Thus, by Lemma 5.12, we have that

P(|A/| > 7r23rpz2+23+1ni—z0—z1+1) < (’L 20—z + 1)ni—z0—z1e—7-237"pz2+23+1n
and thus
(102) P(ngz 2| > 7T25rpz2+23+1ni7z07z1+1) < rnre—7-23rng+23+1n < ei\/ﬁ.

Since |S| < n?, a union bound applied to (10.1) and (10.2) shows that with probability at least
1—e """ (F3) holds. O
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Lemma 10.7 (Localised cover down lemma). Let 1/n < p < psize,&,1/q and 1 < i <1 < q.
Assume that (x)p—; is true. Let G be a complex on n vertices and let S = {S1,...,Sp} be
an i-system in G such that G is r-exclusive with respect to S. Let U = {Ui,...,Up} be a
(psize, s 7)-focus for S. Suppose further that whenever S; C e € G, we have e\ S; C Uj.

Finally, assume that G(S;)[Uj] is a Ké:i)—dwisible (p, &, q—1i,m—1)-supercomplex for all j € [p].
Then there exists a Kér) -packing K in G covering all S-important r-edges.

To prove Lemma 10.7, we will use the fact that by Corollary 3.13, there are many (q — i)-

disjoint candidates KC; for a K (%) -decomposition of G(S;)[U;]. We will proceed sequentially,
choosing one candidate K; unlformly at random from a large set of (¢ — 7)-disjoint ones such
that K; does not interfere with any previous choices. Together this translates into the desired
packing K. A similar idea was introduced in [5], but the hypergraph analysis is far more
intricate.

Proof. Let t := p'/%(0.5ppsi.en)?". For all j € [p], define H; := G(S;)[Uj]. Consider
(r—i)

Algorithm 10.8 which, if successful, outputs a K g—i -decomposition K; of H; for every j € [p].

Algorithm 10.8

for j from 1 to p do '

for all z = (20, 21,22,23) € Z;, define T? as the (21 + 22)-graph on U, containing all
Z1 U 4y C Uj with |Z1’ = 21, |ZQ| = z9 such that for some j, € [] — 1] with ’SJ N Sj” = 2
and some K’ € IC(qfl) we have Z; C Sjr, Zo C K’ and |K' N S| = 23

if there exist ¢ K( - )—decomposmlons Kty Kjs of Hj — Uzez”_ T? which are pairwise

(q — 1)-disjoint then
pick s € [t| uniformly at random and let K; := K
else
return ‘unsuccessful’
end if
end for

Claim 1: If Algorithm 10.8 outputs K1,...,K,, then K = Uje[p] l€j s a packing as desired,
where Iij = (5 ¢ IC](-q_i))S

Proof of clatm: Since z; + 29 > r — i, we have H(T_i) = (Hj —U,ez,, T9)(r=9 . Hence, Kj is

indeed a K (r=9) -decomposition of H;. Thus, by Fact 10.1, IC is a Ky (r )—packmg in G Coverlng
all r-edges Contalmng S;. Therefore, K covers all S-important r-edges of G. Now, let j" < j.
We have to show that IC i and IC are r-disjoint. Suppose, for a contradiction, that there exist
K € IC](-q ) and K' € ng.‘/] " such that |(S; UK)N (Sjy UK')| > r. Let 2z := |S; N.Sj| and
z3 1= |S; N K'|. Hence, we have |[K N (S UK')| > r — 29 — z3. Choose X C K such that
XN (SyUK') =r—2 —z and let Z; := X NSy and Z, := X N K’'. We claim that
z:= (20, |21|,|Z2], z3) € Z,,. Clearly, we have zo+ |Z1|+|Za| + 23 = r. Furthermore, note that
20+ 23 < i. Indeed, we clearly have zg+ 23 = [S; N (S;y UK')| < |S;| = ¢, and equality can only
hold if S; C Sy UK’, which is impossible since G is r-exclusive. Similarly, we have zo+|Z1| < i.
Thus, z € Z,;. But this implies that Z; U Z5 € sz, in contradiction to Z; U Zs C K. —

In order to prove the lemma, it is thus sufficient to prove that with positive probability,
A(T?) < 2% qp'/|U;]| for all j € [p] and z € Z,.;. Indeed, this would imply that A<Uzezm- TY) <
(r+1)322’"qp1/2]Uj], and by Proposition 5.6(v), Hj—UzEZm- T? would be a (p'/6,€/2, q—i,r—1i)-
supercomplex. By Corollary 3.13 and since |U;| > 0.5ppsizen, there are then ¢ (¢ — i)-disjoint
K, (r= )—decomposmlons in H; —J,¢ 2z, T , so the algorithm would succeed.
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In order to analyse A(sz ), we define the following variables. Suppose that 1 < j' < j < p,
that z = (20, 21, 22, 23) € Z,; and f C Uj is a (21 + 22 — 1)-set. Let Yj{f denote the random
indicator variable of the event that each of the following holds:

(a) there exists some K’ € K](.?fi) with |[K' N S| = z3;

(b) there exist Zy C Sy, Zo C K’ with |Z1| = 21, |Z2| = 22 such that f C Z; U Zy C Uy;
(c) |S] N Sj/| = 2p.
We say that v € (Ujl\f) is a witness for j' if (a)—(c) hold with Z; W Zy = f U/v For all j € [p],
z = (20,21,%2,23) € Zr; and (z1 + 22 — 1)-sets f C Uj, let X}iz = Z;,_:ll Yj{j .
Claim 2: For all j € [p], z = (20,21, 22,23) € Zr; and (21 + 20 — 1)-sets f C U;, we have
T2(5)] < 2%qX]..

Proof of claim: Let j,z and f be fixed. Clearly, if v € Tg(f), then by Algorithm 10.8, v is a
witness for some j’ € [j — 1]. Conversely, we claim that for each j' € [j — 1], there are at most

927 witnesses for j/. Clearly, this would imply that |T7 (f)| < 2% ¢|{j’ € [i —1] : ij;j/ =1} =
QQTqXJJjZ. .
Fix j/ € [j — 1]. If v is a witness for j, then there exists K, € /Cj(.i]_l) such that (a)—(c) hold

with Z1WZs = fUv and K, playing the role of K’. By (b) we must have v C Z3UZy C S UK,.
Since |Sj U K| = ¢, there are at most ¢ witnesses v’ for j/ such that K, can play the role of

K. It is thus sufficient to show that there are at most 22" K’ € Kﬁ?") such that (a)—(c) hold.

Note that for any possible choice of Z3, Zs, K', we must have |f N Z3| € {22,290 — 1} and
fNZy CZy C K' by (b). For any Z) C f with |Z4| € {22,202 — 1} and Z3 € (f;), there can
be at most one K’ € ICJ(.,qfi) with Z; C K’ and K' N S; = Z3. This is because Kj is a Ké:i)—
decomposition and |Z, U Z3| > 29 — 1 + 23 > r —i. Hence, there can be at most 2l71 (;3) < 92r
possible choices for K. —

The following claim thus implies the lemma.

Claim 3: With positive probability, we have ng‘jz < p1/2|Uj| forall j € [pl, z = (20, 21, 22, 23) €
Z,i and (z1 + 29 — 1)-sets f C Uj.

Proof of claim: Fix j, z, f as above. We split X]J.jz into two sums. For this, let
JLo={€li—1 1808yl =20, f\ Sy Uy, |[Uy 0S| > 23},
Tha=1"eTl.  1fnSyl= =},
Ta=10edl,  1fnSyl=2n—-110;n(S;\ £l > 1}.

Since U is a (psize, p, 7)-focus for S, (F3) implies that

(10.3) |'~7sz 1| < 26rp22+z3—1ni—z0—z1’
,f Ir zo+z3+1, i1—2zp—21+1
(10-4) |‘7]22| <27p n )
Note that if Y/ = 1, then j' € Jhaudl, Hence, we have x! =x/  +x]_,, where
ij‘iz,l = Zj/ejjfz ) ij;’] and Xjf;z,Q = Zjlejj_fz , Yj; . We bound ij'fz,l and XJJ-;Q separately.

Step 1: Estimating X]f,z,l
Consider 5’ € \73{41' Let

. UA,
(10.5) /Cj.”;g ={K'e (q 7 Z) : fC Sy UK |K' NUj| > z9,|K' N S| = 23}
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Note that if ijz’jl = 1, then there exists K’ € /C;?_i) with K’ € /C;’g/. We now bound \K{’gl .
For all K/ € IC;’Z, we have f\ Sy C K" and |[f N K'| = |f| — |[f N Sj| = 22 — 1, and the sets

fNK', K'nS;, (K'\ f)N(U; NUj) are disjoint. Moreover, we have [(K'\ f)N(U; NUy)| =
(K'\ f)NUj| > |[K'nUj| — |fNK'| > 1. We can thus count

, S. , ) .
Kf7) < <|Z§|> U AU - U727 < 20 2% - (2ppizen)? 275,

Recall that the candidates Kj 1,...,K; ; in Algorithm 10.8 from which K; was chosen at
random are (q — i)-disjoint. Let py := p?0t21=145/3 ) pltzot21—i ¢ [0 1]. In order to apply
Proposition 5.8, let ji,...,j; be an enumeration of \7]{;,1. We then have for all k € [b] and all
Ylyo ooy Yol € {0, 1} that
(L _ 2 2P 2ppsen)=

t p/6(0.5ppsizen )"
p11/6(

PO/ =1V =g, Y =) <

) j7z

_ 22q—r+1—22—23 )zo—l—zl —inl—l-zo—l—zl —1

PPsize
< p1.
Let By ~ Bin(|‘7]{Z71|, p1) and observe that

(10.3) , , .
7EB1 _ 7’\7j{z,1 ‘ﬁl < 7. 267“pz2+zg—1nz—zo—zl . pzo+z1 —z+5/3psizenl+zo+zl —i
=7 26rpT7i+2/3psizen < O~5p1/2’Uj"
Thus,

Proposition 5.8 Lemma 5.7(iii)

P(x/ o—0-50121U;|

1.1 =050 2U5)) P(B; > 0.5p'/2|Uj))

 Bepir f
Step 2: Estimating Xj,Z’2
Consider j' € jjfZQ Define ]C;"’g' as in (10.5). This time, since |f N Sj| = 21 — 1, we have

|IK'Nfl=|f\Sj| =2 foral K' € IC{Z Thus, we count
/Cf’j/ < |Sj| U972 < 90 (2pp4; q—i—z2—23
| J,z | =\ 2z | J'| > ( ppszzen) .

Let po 1= p?ot21=i=1/5, . n#+51=i ¢ [0,1]. In order to apply Proposition 5.8, let ji,...,j, be
an enumeration of jjj;’z. We then have for all k& € [b] and all y1,...,yx—1 € {0,1} that

"Cf,’gk < 20 (2ppsizen)q_i_z2_zs
t T pl/5(0.5ppsizen)?"
— 22q7r7z27Z3p71/6(ppsizen)z0+z17i

< p2.

PO/ =1V =g, Y =) <

’ ]72

Let By ~ Bin(|jjfz’2|, p2) and observe that

(10.4) . . .
7EB2 — 7|%{z72‘ﬁ2 < 7. 29rp22+23+1nz—zo—21+1 . p20+21 —1—1/5p8izenzo+z1 —1
=7. 29’r’p7“—i+4/5psizen < 05[)1/2’[]]’
Thus,

Proposition 5.8 Lemma 5.7(iii)
P(X!,,>05072U5) < P(By> 05072 Up)) < e 0L

Hence,

P(x!, > p?U;)) < P(x]

— 1/2717.
Gzl > 0.5p'2|U;]) < 270021

> 0.50'2|U;)) + P(X], ,

Since |S| < n?, a union bound easily implies Claim 3. -
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This completes the proof of Lemma 10.7. ([

10.2. Partition pairs. We now develop the appropriate framework to be able to state the
Cover down lemma for setups (Lemma 10.22). Recall that we will consider (and cover) r-sets
separately according to their type. The type of an r-set e naturally imposes constraints on the
type of a g-set which covers e. We will need to track and adjust the densities of r-sets with
respect to ¢-sets for each pair of types separately. This gives rise to the following concepts of
partition pairs and partition regularity (see Section 10.3).

Let X be a set. We say that P = (X1,...,X,) is an ordered partition of X if the X; are
disjoint subsets of X whose union is X. We let P(i) := X; and P([z]) = (X1,...,X;). If
P = (Xi,...,X,) is an ordered partition of X and X’ C X, we let P[X'] denote the ordered
partition (X3 N X',..., X, N X') of X'. If {X', X"} is a partition of X, P = (X1,..., X)) is
an ordered partition of X’ and P” = (X{,..., X//) is an ordered partition of X", we let

’P’|_|’P” = (Xi7...,X(;,X1/,-'-7Xl,)/)'

Definition 10.9. Let G be a complex and let ¢ > r > 1. An (r, q)-partition pair of G is a pair
(Pedge, Peiique), where Pegge is an ordered partition of G") and Pelique is an ordered partition
of G, such that for all £ € Pedge and Q € Peique, every ) € Q contains the same number
B(&, Q) of elements from £. We call B: Pegge X Petigue — [(g)]g the containment function of
the partition pair. We say that (Pedge, Peitique) is upper-triangular if B(Pedge(£), Petique(k)) = 0
whenever ¢ > k.

Clearly, for every Q € Peique, depe doe B(&,Q) = (7‘{) If (Pedge, Pelique) is an (r, q)-partition
pair of G and H C G, we define

(Pedges Petique)[H] := (Pedge[GIH) ], Patique[GIH]V)).
Clearly, (Pedge, Petique)[H] is an (r, q)-partition pair of G[H].

Example 10.10. Suppose that G is a complex and U C V(G). For £ € [r]o, define & :=
{e € G . JenU| = ¢}. For k € [q)o, define Qp := {Q € G : |QNU| = k}. Let
Pedge = (Eo,.-.,&) and Puique = (Qo, ..., Qq). Then clearly (Pedge, Peiique) is an (r,q)-
partition pair of G, where the containment function is given by B(&p, Q) = (]z) (Z:]z). In
particular, B(&, Q) = 0 whenever £ > k or k > ¢ —r + £. We say that (Pedge, Peiique) is the
(r,q)-partition pair of G, U.

The partition pairs we use are generalisations of the above example. More precisely, suppose
that G is a complex, S is an i-system in V(G) and U is a focus for S. Moreover, assume that
G is r-exclusive with respect to S. For v/ > r, let 7, denote the type function of G, S, U.
As in the above example, if & := 7,71 (€) for all £ € [r—i]o and Q. := 7, (k) for all k € [¢—i]o,
then every QQ € Qp contains exactly (’;) (Z:Z:IZ) elements from &;,. However, we also have to
consider S-unimportant edges and cliques. It turns out that it is useful to assume that the
unimportant edges and cliques are partitioned into ¢ parts each, in an upper-triangular fashion.

More formally, for v’ > r, let D,» denote the set of S-unimportant r’-sets of G and assume
that :dg . is an ordered partition of D, and P, que 1S an ordered partition of D,. We say that

S P is admissible with respect to G, S, U it the following hold:
P;‘dge Pthue is ad bl h G, S, U if the following hold
(Pl) | :dge| = | :lique‘ = i;
(P2) for all S € S, h € [r —i]p and F C G(S) with 1 < |F| < 2" and all £ € [i], there
exists D(S, F, £) € No such that for all Q € (;cp G(SU H[Us] @M we have that

H{e € Plyge(l) : 3f € F:e CSUFUQR} = D(S, F,0);

edge clique

(P3) (P’ U{GMN\D, Y, P%.  LU{GD\D,}) is an upper-triangular (r, )-partition pair of
G
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P:I'Lque(l) P:hque(i) 7'(;1(0) 7'1;1(1) Tl;l(q—r) T,;l(q—i)
nge(]') *
0 *
:dge(i) 0 0 *
7,-1(0) 0 0 0 * * 0 0
0 0 0 0 * * 0 0
0 0 0 0 0 * * 0
7 r —4) 0 0 0 0 0 0 | = *

FIGURE 1. The above table sketches the containment function of an (r, ¢)-partition pair in-
duced by (Piiges Petique) and U. The fields marked with * and the shaded subtable will play
an important role later on.

Note that for i = 0, (,0) trivially satisfies these conditions. Also note that (P2) can be
viewed as an analogue of the containment function (from Definition 10.9) which is suitable for
dealing with supercomplexes.

Assume that ( edge,P:lique)

Pedge = P:dge U (7;1(0)7 tee 77—;1(74 - Z))a
Pclique = :lique U (7;1(0), s 7T(;1(q - Z))

It is not too hard to see that (Pedge, Peiique) is an (7, q)-partition pair of G. Indeed, Pegge
clearly is a partition of G and Pchque isa partition of G, Suppose that B is the containment
function of (P’ LI{G(’" \D,}, L{G@\D,}). Then B’ as defined below is the containment

is admissible with respect to G, S, U. Define

clzque
function of (Pedge, Petique):
e Forall £ € P,  and Q € Chque, let B'(E, Q) = B(&, Q).
e Forall £ € [r —i]o and Q € Py, ., let B'(1, L(0),Q) = 0.

For all £ € P?,,. and k € [q — i]o, define B'(€,7,7'(k)) := B(E,{GD \ D,}).
e For all ¢ € [r —i]o, k € [¢ — i]o, let

(10.6) B(771(0), 77 (k) = <IZ) (q — k)

r—i—14

We say that (Pedge, Peiique) as defined above is induced by (P;‘dge, :lique> and U.
Finally, we say that (Pedge, Petique) is an (r, q)-partition pair of G, S, U, if
® (Pedge([i]); Petique([i])) is admissible with respect to G, S, U;

L4 (Pedgea Pclique) is induced by (Pedge(iii)v Pclique([i])) and U.

Proposition 10.11. Let 0 < i < r < g and suppose that G is a complex, S is an i-system in
V(G) and U is a focus for S. Moreover, assume that G is r-exclusive with respect to S. Let
(Pedge, Peitique) be an (r,q)-partition pair of G, S, U with containment function B. Then the
following hold:

(Pl/) ipedge| =r+1 and ipcliquei =q+ 1;'
(P2) fori < £ <1+ 1, Pegge(l) = 7,710 —i — 1), and for i < k < g+ 1, Puigue(k) =

T(;l(k —i—1);
(P3") (Pedges Peiique) is upper-triangular;
(P4") B(Pedge(t), Petique(k)) = 0 whenever both £ > i and k > q — 1+ ¢;
(P5') (P2) holds for all £ € [r + 1], with Peage playing the role of P, .
(P6") if i =0, S = {0} and U = {U} for some U C V(Q), then the (unique) (r,q)-partition

pair of G, S, U is the (r,q)-partition pair of G, U (cf. Example 10.10);
(PT") for all H C G(’”), (Pedges Petique)[H] is an (r,q)-partition pair of G[H], S, U.

Proof. Clearly, (P1’), (P2') and (P6’) hold, and it is also straightforward to check (P7’).
Moreover, (P3’) holds because of (P3) and (10.6). The latter also implies (P4’).
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Finally, consider (P5"). For ¢ € [4], this holds since (Peage([i]), Petique([i])) is admissible, so
assume that £ > i. We have Pegge(f) = 77 ({—i—1). Let S€ S, h € [r—i]p and F C G(S)W
with 1 < |F| < 2",

For Q € Nyep G(SU f)[Us]@M) let

Do:={ecG : SCelenUs|=f—i—1,3fc F:e\SCfUQ},
and for e € Dg, let 0g . be some f € F such that e\ S C fUQ.
It is easy to see that
{e € Pegge(l) : 3f € F: e C SUfUQR} = Dg.
Note that for every e € Dg, we have e = SU (|JF Ne)U (QNe).
It remains to show that for all Q, Q" € N;cp G(SU f)[Us] 9=~ we have |Dg| = |Dg|. Let

m: @ — Q' be any bijection. For each e € Dg, define 7'(e) := SU(JF Ne)Un(QNe). It is
straightforward to check that 7': Dg — D¢y is a bijection. O

10.3. Partition regularity.

Definition 10.12. Let G be a complex on n vertices and (Pedge, Petique) an (7, q)-partition
pair of G with a := |Pegge| and b := |Peique|- Let A = (agr) € [0, 1]9%0. We say that G is
(e, A, q,7)-regular with respect to (Pedge, Petique) if for all £ € [a], k € [b] and e € Pegge(?), we
have

(10.7) |(Petique(k))(e)| = (agk £e)n™",

where we view Pigue(k) as a subgraph of G, If & = Peage(£) and Q = Peique(k), we may
often write A(&, Q) instead of ay .

For A € [0,1]%%" with 1 < ¢ < a < b, we define
e min\(A) := min{a;; : j € [a]} as the minimum value on the diagonal,
e min\{(A) :=min{a; ;1 p o : jE{a—t+1,...,a}} and
e min\\*(A4) := min{min\(A4), min\(A)}.
Note that min\\"~*+1(A) is the minimum value of the entries in A that correspond to the entries
marked with * in Figure 1.

Example 10.13. Suppose that G is a complex and that U C V(G) is (e, i, &, ¢, 7)-random in G
(see Definition 7.1). Let (Pedge; Petique) be the (r, ¢)-partition pair of G, U (cf. Example 10.10).
Let Y € G and d > ¢ be such that (R2) holds. Define the matrix A € [0, 1] +Dx(a+D) a5
follows: for all £ € [r+ 1] and k € [¢ + 1], let

agp = bin(q —r,pu, k — £)d.
Forall £ € [r+1], k€ [g+ 1] and e € Pegge(f) = {e € GM) = |enU| = ¢ — 1}, we have that

(PatiqueY1(R))(e)] = HQeGY]V(e) : [(eUQ)NU|=Fk—1}]
= HQeaG]9e) : |QNU|=Fk—¢}]
@2 (1 £e)bin(q—r,p,k —0)dnT " = (ag, £e)n?™".
In other words, G[Y] is (e, 4, q,r)-regular with respect to (Pedge, Petique|Y]). Note also that
min\V"1(A) = min{bin(q — 7, 11,0), bin(q — 7, u,q — r)}d > (min {u, 1 — p})9"E.

In the proof of the Cover down lemma for setups, we face (amongst others) the following
two challenges: (i) given an (g, A, ¢, r)-regular complex G for some suitable A, we need to find
an efficient K, ’-packing in G; (ii) if A is not suitable for (i), we need to find a ‘representative’
subcomplex G’ of G which is (e, A, q,r)-regular for some A’ that is suitable for (i). The
strategy to implement (i) is similar to that of the Boost lemma (Lemma 6.3): We randomly
sparsify G(@ according to a suitably chosen (non-uniform) probability distribution in order to
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find Y* C G@ such that G[Y*] is (e,d,q,r)-regular. We can then apply the Boosted nibble
lemma (Lemma 6.4). The desired probability distribution arises from a non-negative solution
to the equation Az = 1. The following condition on A allows us to find such a solution (cf.
Proposition 10.15).

Definition 10.14. We say that A € [0,1]%%® is diagonal-dominant if asy, < axx/2(a — £) for
all 1 < /¢ <k < min{a, b}.

Definition 10.14 also allows us to achieve (ii). Given some A, we can find a ‘representative’
subcomplex G’ of G which is (e, A’, q,r)-regular for some A’ that is diagonal-dominant (cf.
Lemma 10.19).

Proposition 10.15. Let A € [0, 1]‘”” be upper-triangular and diagonal-dominant with a < b.
Then there exists x € [0,1]® such that z > min\(A)/4b and Az = min\(A)1.

Proof. If min\(A) = 0, we can take = 0, so assume that min\(4) > 0. For k > a, let
yr = 1/4b. For k from a down to 1, let y; := a,;i(l — Z?:kﬂ ar,;y;). Since A is upper-
triangular, we have Ay = 1. We claim that 1/4b < y;, < al;i for all k € [b]. This clearly holds
for all £ > a. Suppose that for some k € [a], we have already checked that 1/4b < y; < a;j for
all j > k. We now check that

b a

aj ; b—a _ 3 a—k 1
1>1-— s > 1 — 7,J L >2_ 470 _ -
= ,Z Ui = ,Z 20—k T4 T4 20—k 4
j:k-i-l j:k—‘,—l
and so 1/4b < yj, < a; ;. Thus we can take z := min\(A)y. O

Corollary 10.16. Let 1/n < ¢ < &,1/q and r € [q — 1]. Suppose that G is a complex on

n vertices and (Pedge, Pelique) 5 an upper-triangular (r, q)-partition pair of G with |Peqge| <

|Petique] < g+ 1. Let A € [0, 1]|P€d9€|x|7)°“que| be diagonal-dominant with d := min\(A) > £

Suppose that G is (e, A, q,7)-regular with respect to (Pedge, Petique) and (§, q+r,7)-dense. Then
“+r

there exists Y* C GO such that G[Y*] is (2qe, d, q, 7)-regular and (0.95(5/4(q—|—1))(qq ),q—i—r, T)-

dense.

Proof. Since (Pedge,Pdique) is upper-triangular, we may assume that A is upper-triangular
too. By Proposition 10.15, there exists a vector & € [0, 1]/Petiauel with 2 > min\(A)/4(q + 1) >
¢/4(¢+1) and Az = d1.

Obtain Y* C G@ randomly by including every Q € G@ that belongs to Petique (k) with
probability xj, all independently. Let e € Pegge () for any £ € [|Peqge|]. We have

|Pclique|
EIGY* D)= Y aplap£en®" = (d=+(g+1)e)n?™"
k=1

Then, combining Lemma 5.7(ii) with a union bound, we conclude that whp G[Y™*] is (2¢¢, d, q, r)-
regular.
Let e € G). Since |G+7) ()| > &n? and every Q € G417)(e) belongs to G[Y*](4F7)(e) with

+r
probability at least (£/4(q + 1))(qq ) , we conclude with Corollary 5.11 that with probability at

nt/

least 1 — e~ 6, we have

q+r q+r
q q

G (e)] > 0.9(¢/4(g + 1)) |60 ()] > 0.9¢(¢/4(q + 1) "7 I,

q+r

Applying a union bound shows that whp G[Y*] is (0.9£(£/4(q + 1))( a ), q + r,r)-dense. O
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The following concept of a setup turns out to be the appropriate generalisation of Defini-
tion 7.1 to ¢-systems and partition pairs.

Definition 10.17 (Setup). Let G be a complex on n vertices and 0 < i < r < g. We say that
S, U, (Pedges Peiique) form an (e, 1, &, q, 7, )-setup for G if there exists a g-graph Y on V(G) such
that the following hold:

(S1) S is an i-system in V(G) such that G is r-exclusive with respect to S; U is a p-focus
for S and (Pedge; Petique) is an (7, ¢)-partition pair of G, S, U;

(S2) there exists a matrix A € [0,1]0 VX)) with min\\"~"*1(A4) > ¢ such that G[Y] is
(57 A, q, r)—regular with respect to (Pedgea Pclique)[y] = (P6d967 Pclique [Y]),

(S3) every S-unimportant e € G is contained in at least &(un)? S-unimportant Q €
G[Y]+7) and for every S-important e € G(") withe D S € S, we have |G[Y ] (e)[Us]| >
£(un);

(S4) for all S € S, h € [r —i]p and all F C G(S) with 1 < |F| < 2" we have that
ﬂfeF G(SU f)[Us] is an (¢,&,q — i — h,r — i — h)-complex.

Moreover, if (S1)—(S4) are true and A is diagonal-dominant, then we say that S,U, (Pedge, Petique)
form a diagonal-dominant (e, u, &, q,r,i)-setup for G.

Note that (S4) implies that G(S)[Us] is an (e, &, ¢ — 4, — i)-supercomplex for every S € S,
but is stronger in the sense that F' is not restricted to U 5. We will now see that Definition 10.17
does indeed generalise Definition 7.1.

Proposition 10.18. Let G be a complex on n vertices and suppose that U C V(G) is (e, p, &, q,7)-
random in G. Let S := {0}, U := {U} and let (Pedge, Petique) e the (r,q)-partition pair of G,U.
Then Saua (Pedgea Pclique) form an (53 s ﬂga q,T, O)_Setup fOT G; where poi= (min {/‘Lv 1- M})q—’/"

Proof. We first check (S1). Clearly, S is a 0-system in V(G). Moreover, G is trivially
r-exclusive with respect to S since |S| < 2. Moreover, by (R1), U is a p-focus for S, and
(Pedges Petique) is an (r,q)-partition pair of G,S,U by (P6’) in Proposition 10.11. Note that
(S4) follows immediately from (R4). In order to check (S2) and (S3), assume that Y C G(9) and
d > ¢ are such that (R2) and (R3) hold. Clearly, all e € G(") are S-important, and by (R3),
we have for all e € G(") that |G[Y]@+7)(e)[U]] > £(un)4, so (S3) holds. Finally, we have seen in
Example 10.13 that there exists a matrix A € [0, 1] +)*@+) with min\\"=*1(A) > i€ such
that G[Y] is (e, A, g, r)-regular with respect to (Pedge, Petique[Y])- O

The following lemma shows that we can (probabilistically) sparsify a given setup so that the
resulting setup is diagonal-dominant.

Lemma 10.19. Let 1/n < e < v < 1, &,1/q and 0 < i < r < q. Let & := 391, Let G be a
complex on n vertices and suppose that

S,L{, (Pedg67 Pclique) for’m an (57 M, ga q,T, i)-setup fOT G.

Then there exists a subgraph H C G with A(H) < 1.1vn such that for all L C G") with
A(L) < en,

S, U, (Pedge, Petique) [ H A L] form a diagonal-dominant (v/e, 1, &', q,r,i)-setup for GIH A L.
Proof. Let Y C G@ and A € [0,1]0+D*(@*+D) he such that (S1)-(S4) hold for G. Let
B: Peqge X Petique — [(3)]0 be the containment function of (Pegge, Peiique). We will write
be i := B(Pedge(?), Petique(k)) for all £ € [r + 1] and k € [¢ + 1]. We may assume that agp = 0
whenever by = 0 (and min\\""F1(A) > ¢ still holds).

Define the matrix A’ € [0, 1] *+D*(a+1) by letting Qpj 1= Qg RV HZ, 1] V!0 Note that
we always have a’&k < ag.

Claim 1: A’ is diagonal-dominant and min\\"~*+1(A") > ¢
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Proof of claim: For 1 </ <k <r+1,
a/gyk _ aakl/fe ph=t 1

= < .
a) appvkF T & T 2tr+1-4
k.k )

Moreover, we have min\\"~#+1(4") > 51/(’”*1)(?)*1 > ¢ —

We choose H randomly by including independently each e € Peqqe(¢) with probability Ve
for all £ € [r 4 1]. Clearly, whp A(H) < 1.1lvn. Moreover, for any L € G, G[H A L] is
r-exclusive with respect to S and (Pedge, Peiique)[H A L] is an (r, g)-partition pair of G[H A L,
S, U by (P7') in Proposition 10.11. Thus, (S1) holds.

We now consider (S2). Let £ € [r+ 1], k € [¢+ 1] and e € Pegge(¢). Define

Qe,k = (Pclique [Y] (k)) (e)

By (10.7) and (S2) for S,U, (Pedge, Pelique), we have that [Q. x| = (agr £ e)n™". We view Q.
as a (¢ — r)-graph and consider the random subgraph Q’Qk that contains all @ € Q. with

(Q;Je) \{e} C H. For all Q € Q. , we have

a
PQe Q) =v" J[ »re=0

2elr+1]

Thus, E[Qf | = (ap, £e)n?". Using Corollary 5.11 and a union bound, we thus conclude
that with probability at least 1 —e™"", we have |9, 1| = (ap,, & e2/3Yna=" for all £ € [r + 1],
k€ [qg+1] and e € Pegge(£). (Technically, we can only apply Corollary 5.11 if |Q, ;| > 2en?™",
say. Note that the result holds trivially if |Q. x| < 2en?™".) Assuming that this holds for
H, Proposition 5.4 implies that any L C G(") with A(L) < en results in G[H A L][Y] being
(Ve, A’, q,r)-regular with respect to (Pedge, Petique) [ H A L][Y].

We now check (S3). Let e € G, If e is S-unimportant then let Q. be the set of all
Q € G[Y]@t)(e) such that Q U e is S-unimportant, otherwise let Q, := G[Y](7)(e)[Us].
By (S3) for S,U, (Pedge, Peiique), we have that |Qc| > £(un)?. We view Q. as a g-graph and
consider the random subgraph Q’ containing all @ € Q. such that (Qfe) \ {e} C H. For each
Q € Q., we have

P(Q e Q) > prt(T7) =1 > el

thus E|Q.| > v?4))¢(un)?. Using Corollary 5.11 and a union bound, we conclude that whp
| QL] > 2¢(un)? for all e € G(). Assuming that this holds for H, Proposition 5.4 implies that
for any admissible choice of L, (S3) still holds.

Finally, we check (S4). Let S € S, h € [r —i]p and F C G(S) with 1 < |F| < 2". By
assumption, Gg r := (Vpep G(SU f)[Us] is an (¢,&,¢ — i — h,r — i — h)-complex. We intend to
apply Proposition 5.15 with i +h, G[Us USUU F), Pedge[GM[UsUSUU F]), {fUS : f € F},
V"1, 2¢/p playing the roles of i, G, P, F, p,~. Note that for every f € F and all e € Gg:;z_h),
SU fUe is S-important and 7.(SU fUe) = |(SUfUe)NUg| = |fNUsg|+r—i—h.
Hence, SU fUe € Pegge(|f NUs| + 7 — h + 1). Thus, condition (I) in Proposition 5.15 is
satisfied. Moreover, (II) is also satisfied because of (P5') in Proposition 10.11. Therefore, by
Proposition 5.15, with probability at least 1 — e*|U5|1/8, for any L C G with A(L) <en <
2e|Us|/ps Nyep GIH A LN(SU f)[Us] is an (e, &', g —i—h,r —i— h)-complex. A union bound
now shows that with probability at least 1 — e*”mo, (S4) holds.

Thus, there exists H with the desired properties. O

We also need a similar (but simpler) result which ‘sparsifies’ the neighbourhood complexes
of an i-system.
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Lemma 10.20. Let 1/n < ¢ < i1, 3,6,1/q and 1 <i <1 < q. Let & :=0.9685"). Let G be a
complex on n vertices and let S be an i-system in G such that G is r-exclusive with respect to
S. LetU be a p-focus for S. Suppose that

G(9[Us] is an (g,&,q — i,r — i)-supercomplex for every S € S.

Then there exists a subgraph H C G with A(H) < 1.18n such that for all L C G") with
A(L) < en, the following holds for G' := G[H A L):

G'(S)Us] is a (ve,&,q—i,r — i)-supercomplex for every S € S.

Proof. Choose H randomly by including each e € G independently with probability 3.
Clearly, whp A(H) < 1.18n. Now, consider S € S. Let h € [r —i]g and F C G(S)[Us]™
with 1 < |F| < 2" By assumption, Gg r := Nrer GSUsI(f) = Nyer G(S U f)[Us] is an
(e,€,q—1i—h,r—1i—h)-complex. Proposition 5.15 (applied with G[UsUSUJ F| =: G1,{fUS :
f € F}i+h, {GY)}, B,2¢e/p playing the roles of G, F,i,P,p,v) implies that with probability
at least 1 — e~ 1UsI"®  H has the property that for all L C G with A(L) < en < 2e|Us|/p,
Nyer GIH & L(S U NUs] = Nyep CUS)USI) is o (VZ,€'eq — i — hur — i — h)-complex.
Therefore, applying a union bound to all S € S, h € [r —i]yp and F € G(S)[Us]"" with
1 <|F| < 2", we conclude that whp H has the property that for all L € G(") with A(L) < en,
G'(S)[Ug] is a (v/&,&',q — i, — i)-supercomplex for every S € S. Thus, there exists an H with
the desired properties. O

10.4. Proof of the Cover down lemma. In this subsection, we state and prove the Cover
down lemma for setups and deduce the Cover down lemma.

Definition 10.21. Let G be an r-graph, let S be an i-system in V(G), and let U be a focus
for S. We say that G is (q, r)-divisible with respect to S,U, if for all S € S and all f C V(G)\S

with | f| <7 —i—1and |f\Us| > 1, we have ({Z7[1) [ |G(S U f)]

Recall that a setup for G was defined in Definition 10.17 and density with respect to H in

Definition 7.3. We will prove the Cover down lemma for setups by induction on r —i. We will
deduce the Cover down lemma by applying this lemma with ¢ = 0.

Lemma 10.22 (Cover down lemma for setups). Let 1/n < v <€ ¢ < v € n,&,1/q and
0<i<r<gq. Assume that (x); is true for all ¢ € [r—i—1]. Let G be a complex on n vertices
and suppose that S,U, (Pedge; Petique) form an (e, p, &, q,r,1)-setup for G. For v’ > r, let 7,
denote the type function of GU), S, U. Then the following hold.

(i) Let G be a complex on V(G) with G C G such that G is (g, q,7)-dense with respect to
G —7710). Then there exists a subgraph H* C G") —775(0) with A(H*) < vn such
that for any L* C G") with A(L*) < yn and H* U L* being (q, r)-divisible with respect
to S,U, there exists a Kér)—packing in G[H* U L*] which covers all edges of L*, and all
S-important edges of H* except possibly some from 7,7 (r — i).

(i) If G is (q,r)-divisible with respect to S,U and the setup is diagonal-dominant, then
there exists a Kér)—packing in G which covers all S-important r-edges except possibly
some from 71 (r —i).

Before proving Lemma 10.22, we show how it implies the Cover down lemma (Lemma 7.4).
Note that we only need part (i) of Lemma 10.22 to prove Lemma 7.4. (ii) is used in the
inductive proof of Lemma 10.22 itself.

Proof of Lemma 7.4. Let S := {0}, U := {U} and let (Peage, Petique) be the (r, q)-partition
pair of G,U. By Proposition 10.18, S,U, (Pedge; Petique) form a (e, u, p47"¢, g, 7, 0)-setup for G.
We can thus apply Lemma 10.22(i) with p?7"¢ playing the role of £. Recall that all r-edges
of G are S-important. Moreover, let 7, denote the type function of G, S, U. We then have
7710) = GM[U] and 771 (r) = GW[U], where U := V(G) \ U. O
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Proof of Lemma 10.22. The proof is by induction on r —i. For ¢ = r — 1, we will prove
the statement directly (and Steps 1 and 2 below will be vacuous in this case). For i < r —1,
we assume that the statement is true for ' € {i +1,...,r — 1}.

If ¢ < r —1, choose new constants v1, p1, 81, -+, Vr—i—1, Pr—i—1, Br—i—1 such that

In<K<y<ekn <K<y <P < L Vpojo] L preic1 K Broic1 K v <L p,é1/q.

Let Y C G@ and A € [0,1]0tDx(@+D) he such that (S1)-(S4) hold. Moreover, write S =
{S1,...,Sp} and U; := U, for all j € [p].

Convention: Throughout the proof, we will use the variables ¢ € [r — i — 1] and ¢ €
{i+1,...,7 — 1} simultaneously, but always assume that i’ = r — ¢.

Step 1: Defining 7/-systems and partition pairs

As part of our inductive argument, instead of considering & directly, we will work with a
suitable collection of #/-systems 7U) for i’ € {i +1,...,7 — 1}. To this end, fix /' € {i +
1,...,7 —1}. For every j € [p], let S;' be the set of all (i’ — i)-subsets S of V(G) \ (U; U S;)
with the property that S; US C e for some e € G, Define the collection

T ={S;US : jep.SeS}.

Clearly, all elements of T) have size i'. Moreover, note that since G is r-exclusive, all elements
are distinct, that is, for every T € T(') there is a unique j € [p] and a unique S € S]’-/ such
that T = S; US. Thus, 70) is an #'-system in G.

Let ¢ € [r —i — 1] and define

Gr:=G—{ecG" : eis S-important and 7,.(e) < £}.

So if e € G is S-important and 7,.(e) = £, then e € Gy) and e is 7)-important. Roughly
speaking, H* will consist of suitable subgraphs of Gi,...,G,_;_1 and the edges of G, are
relevant when covering the edges of H* U L* of type /.

Claim 1: Gy is r-exclusive with respect to T).

Proof of claim: Suppose, for a contradiction, that there is some f € G, with |f| > r and
distinet T,7" € T such that f contains both 7" and T”. By definition of 7(), we have
unique j, S, ', 5" such that T = S; US and 7" = S U S’. But since G is r-exclusive with
respect to S, we must have j = j’ and hence SU S’ C V(G) \ (U; U S;j). Let e be a set
obtained by including all vertices from S;, choosing i’ —i+ 1 vertices from SU S’ and choosing
r — i’ — 1 other vertices from f. Hence, ¢ € Ggr). But since S; C e, e is S-important. However,
Tr(e) =leNU;| <r— (i +1) < ¥, contradicting the definition of Gy. —

Claim 2: Let f € G with |f| > r. Then we have
f¢ Gy & fisS-important and 75 (f) < |f| — 7"
Proof of claim: Indeed, let £ be the set of S-important r-sets in f. By definition of G/, we
have f ¢ Gy if and only if f is S-important, & # () and mineeg, 7,-(e) < £. Then Fact 10.4(ii)
implies the claim. —
As a consequence, we have for each v’ > r

r—r4+f—1
(10.8) oy =c"N\ k).
k=0
Claim 3: Forv' > r, the TW) -important elements ongT/) are precisely the elements ofo,l(r’—
r+7).

Proof of claim: Suppose first that f € Gy/) is 7W)-important. Clearly, we have T (f) <
v —i =71 —r+{ Also, since f must also be S-important, but f € Gy, Claim 2 implies
that 7,(f) > ' — 4. Hence, f € 7,'(r" —r + {). Now, suppose that f € 7,'(r' — 7 + £).
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Petique([2]) T{l(q—i) T(;l(q—r—f—ﬁ—l— 1) T(;l(q—r—i—é)
*
Peage([i]) | 0 *
0 0 *
Tt (r — i) 0 *
.. 0 0 *
(€<+-1) 0 0 0 *
71 (€) 0 0 0 *

FIGURE 2. The above table sketches the containment function of (Pfi,. U {7, " (€)}, Pfique U
{r;"(g — 7 + £)}). Note that the shaded subtable corresponds to the shaded subtable in
Figure 1, but has been flipped to make it upper-triangular instead of lower-triangular.

Since 7,/(f) = r’ — i/, Claim 2 implies that f € Gy. Let j € [p] be such that S; C f. Define
S = f\(U;US;). We have |S| =" —7(f) —i =14 —i and hence S € S]i-l. Thus, f contains
S;uS €T, -

In what follows, we aim to obtain an (r, ¢)-partition pair for G,. Recall that every element
of a class from Pegqe([i]) and Pclzque([']) is S-unimportant, and thus 7()-unimportant as well.
By (10.8) and Claim 3, the T@) _unimportant r-sets of Gy that are S-important are precisely
the elements of 7. 1(¢ + 1),...,77 (r — i), and the 7()-unimportant g-sets of G, that are
S-important are precisely the elements of Tq_l(q —r4+Ll4+1),... ,Tq_l(q —14). Thus, we aim to
attach these classes to Pegge([i]) and Peique([i]), respectively, in order to obtain partitions of
the 7()-unimportant r-sets and g-sets of Gy. When doing so, we reverse their order. This will
ensure that the new partition pair is again upper-triangular (cf. Figure 2).

Note that we can view U as a p-focus for T, by associating T € T with Uj, where j is
the unique j € [p] with S; C T'. Define

(10.9) Peige = Pedge ([{]) U (1,7 (r = 1), .7 (04 1),
(10.10) Pligue = Petique([{]) U (7 (g —),..., 75 g —r+ £+ 1)).
Claim 4: (Pedge,Pchque) is admissible with respect to Gy, T, U

is a partition of the T(i/)—unimportant

(@)

and P clique 1S @ partition of the 7()-unimportant elements of G,
|=i+(r—i—+¢)=1i and |P hque| =i+ (q—1i)—(g—r+¢) =4, so (P1) holds.

We proceed with checking (P3). By Claim 3, 7 1(¢) consists of all 7()-important edges
of GET), and T_l(q — r 4 £) consists of all T)-important g-sets of G(q) Thus, (P%

Proof of claim: By (10.8) and Claim 3, we have that Pedge
(r)

elements of G . Moreover,

note that |7Dedge

edge
{750}, P, hquel_l{Tq_l(q—ran)}) clearly is an (r, ¢)-partition pair of Gy. If 0 < k' < ¢/ <’ —i,
then no @ € 7,'(¢ — i — k') contains any element from 7,7'(r —i — ¢') by Fact 10.4(11),
(Pedge u{r-t(e )} Pchque U{r; (¢ —r+0)}) is upper-triangular (cf. Figure 2).

It remains to check (P2). Let T € TU), b’ € [r—i']p and F' C Go(T)") with 1 < |F'| < 2"
Thus T' = S;US for some unique j € [p]. Let h := h/+i'—i € [r—i]p and F := {SUf’ : f' € F'}.
Clearly, F C G(S;)™ with 1 < |F| < 2". Thus, by (P5') in Proposition 10.11, we have for all
& € Pedge that there exists D(Sj, F,&) € Ny such that for all Q € (Vpcp G(S; U f)[U. Ja=i=h),
we have that

Hee& : df e F:eCS;UfUQ} = D(S;,FE).

For each £ € P% . define D'(T, F', &) := D(S;, F, ). Thus, we have for all Q € Nprer Ge(TU

edge’

)01 that
Hee& :3f e Fl:eCTUfUQ} =D(T,F,E).
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Step 2: Defining focuses

We will now define a focus Uy for T for every i’ € {i+1,...,r — 1} (as noted above, U
is also a focus for 70, but it is not suitable for our induction argument as the intersections
U;NUj may be too large). Fix ' € {i+1,...,r—1}. For each T € T#), we will have Ur C Uj,
where j is the unique j € [p] with S; C T. In what follows, we already refer to the resulting
type functions of U;:. The relevant claims do not depend on the specific choice of U, we only
need to know that Ur C Uj.

First, note that this means that (Pedge, P hque) will be admissible with respect to Gy, T,
U;. Recall that by Claim 1, G’g is r-exclusive with respect to 7). For v/ > r, let Ty, denote
the type function of G T(Z . Let (Pedge,
by (Pedge,Pquue) and Uj.

Define the matrix A, € [0,1]"+1)%(4+1) guch that the following hold:
For all € € Pedge and Q € Pchque, let Ay(€, Q) := A(E, Q).

For all ¢/ € [r —i]p and Q € Pclzque, let Ag(TZTI(K’), Q) :=0.

For all £ € Pedge and k' € [q¢ — i']o, define

A&7y (k) = bin(q — i, po, KA, 7y (g — r + 0)).
For all ¢/ € [r —i'lo, k' € [q — '], let
AZ(TM (", Tia LK) == bin(qg — r, po, K — OYA(T L), 7,7 (g — 7+ 0)).

’ g

P lzque) be the (7, ¢)-partition pair of Gy induced

Note that min\\"="+1(A4,) > pI~"¢.

We will show that Uy can be chosen as a (, pg, r)-focus for T such that
(10.11) T Uy, (Pfdge,Pchque) form a (1.1e, pep, pi "€, q, 7, i)-setup for Gy,
(10.12) Go(T)[Ur] is a (1.1£,0.9¢,q — @', — i’ )-supercomplex for every T € T)

For every T € T, choose a random subset Up of U; by including every vertex from Uj
independently with probability ps, where j is the unique j € [p] with S; C T'. We claim that
with positive probability, Uy := {Ur : T € T} is the desired focus.

By Lemma 10.6 whp Uy is a (u, pg, r)-focus for 7). In particular, whp Uy is a pep-focus
for 7(), implying that (S1) holds for G, with 7", Z/l/ and (Pedge,Pflique).
(S2)—(S4).

Claim 5: Whp G[Y] is (1.1e, Ay, q,)-regular with respect to (Pfdge,P lique) [Y -

Proof of claim: For £ € Pedge and Q € Peligue, we write A(E,QNY) := A(E, Q), and similarly
for Ay. By definition of (Pedge, Pchque) we have for all £ € Pedge U{r1(¢)} and Q € (Pchque
{r; (g —r+0)})[Y] that £ € Pegge and Q € Pesique|Y]. Since G[Y] is (e, A, ¢, r)-regular with

respect t0 (Pedge, Petique)[Y ], we have thus for all e € £ that
(10.13) |Q(e)| = (A(E,Q) £e)n™".

We have to show that for all £ € Pedge, Q € Pchque[ ] and e € &, we have |Q(e)| =
(Ag(&€, Q) + 1.1e)n?™". We distinguish four cases as in the definition of Ay.
Firstly, for all £ € Pedge, Q € Pclzque[ ] and e € &, we have by (10.13) that |Q(e)| =
(A(E,Q) £e)n?" = (Ap(€,Q) + e)nq " with probability 1

Also, for all ¢ € [r—i']o, Q € Pclzque[ Jand e € Tg}l (¢"), we have |Q(e)| =0= A (TM (), Qni
with probability

Let £ € P%

We now check

edge U {7,71(¢)} and consider e € £. Let Q. := (YﬂTq_l(q— r+4))(e). By (10.13),
we have that [Qc| = (A(E, 7, (g —r+€)) £e)n?".
First, assume that e € £ € Pedge For each k' € [q — i']p, we consider the random subgraph

QF of Q, that contains all Q € Q. with QU e € Tra L(K'). Hence, QF = (Y N qul(k'))(e).
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For each @ € Q., there are unique Ty € T and Jg € [p] with S;, € Tp € Q Ue and
(QUe)\ Tg C Uj,.
For each ) € Q., we then have
P(Q € Q];/) =P(rq(QUe) = E)=P((QuUe)N UTQ| =K =bin(qg -, pe, k).

Thus, E|Q¥ | = bin(q — i, pe, k')|Qe|. For each T € T, let Qr be the set of all those Q € Q.
for which Tg = T'. Since e is 7)-unimportant, we have |T'\ e > 0 and thus |Qp| < n9~""!
for all T € T@). Thus we can partition Q. into n4—""! subgraphs such that each of them
intersects each Q7 in at most one element. For all @ lying in the same subgraph, the events
Q € Q’g/ are now independent. Hence, by Lemma 5.9, we conclude that with probability at

—nl/0 we have that

Q¢ = (1 £ ”)E|Q;| = (L £%)bin(q — &', pr. K)|Qel
(10.14) = (1+¥bin(q — 17, pe, K ) (A(E, T;l(q —r+4{)£e)n?"
= (A€, 7, (K)) £ 1.1e)n?",

(Technically, we can only apply Lemma 5.9 if |Q.| > 0.1en?"", say. Note that (10.14) holds
trivially if Q.| < 0.1en?7".)

Finally, consider the case e € £ = 7,71(¢). By Claim 3, e is T _important, so let T € T
be such that T' C e. Note that for every @ € Q., we have @) C Uj, where j is the unique j € [p]
with S; C T. For every x € [q — r]o, let QF be the random subgraph of Q. that contains all

Q € Q. with |Q NUr| = x. By the random choice of Urp, for each Q € Q and x € [g — r]p, we
have

least 1 — e

P(Q € Qi) = bzn(q - péal')‘

Using Corollary 5.11 we conclude that for x € [¢ — r]p, with probability at least 1 —e
have that

1/6

T we

Q2] = (1 £ *)E|QZ| = (1 £ &*)bin(g — 1, pr, )| Qc|

= (1 £ Xbin(q —r, pe, x)(A(7, 1 (0), T,l_l(q —r+4) e

= (bin(q —r, pe, ) A(, (0), Tq_l(q —r+/0)+t1lle)n?".

T

Thus for all ¢/ € [r —i']p, k' € [¢ —i']gp and e € Tg}l (¢') with k' > ¢/, with probability at least

. 1/6
1—e™" we have

(Y A7 )] = 195 = (Adlrg M (€), 7p  (K)) £ Lae)ns ™,

and if ¢/ > k' then trivially [(Y N T[ql(k’))(e)| =0 = A(r, .} (¢, Tg_ql(k’))nq_r. Thus, a union
bound implies the claim. —

Claim 6: Whp every T -unimportant e € Gér) is contained in at least 0.9¢(poun)? TU)-
unimportant Q € Go[Y]\9H) | and for every TW)-important e € Gér) with e 2 T € T, we
have |G [Y ]+ (e)[Ur]| 2 0.96(pepim)?.

Proof of claim: Let e € GET) be 7)-unimportant. By Claim 3, we thus have that e is
S-unimportant or 7,.(e) > ¢. In the first case, we have that e is contained in at least £(un)? S-
unimportant Q € G[Y]@*+") by (S3) for U, G, S. But each such Q is clearly 7()-unimportant as
well and contained in G¢[Y]. If the second case applies, assume that e contains S; € S. By (S3)
for U, G, S, we have that |G[Y]H7)(e)[U;]| > &(un)?. For every Q € G[Y](4+7)(e)[U;], we have
that 7,4, (QUe) = [(QUe)NUj| = g+ 7-(e) > ¢+ {. Thus, Claim 2 implies that QUe € G,[Y],
and by Claim 3 we have that Q U e is 7()-unimportant. Altogether, every 7(')-unimportant
edge e € Gy) is contained in at least &(un)? > 0.9¢(peun)? T)-unimportant Q € G,[Y]@+).

Let e € Gy) be T()-important. Assume that e contains 7' € T and let 7 be the unique
j € [p] with S; € T. By (S3) for U,G,S, we have that |G[Y]+7)(e)[U;]| > &(un)?. As
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before, for every Q € G[Y]\7)(e)[U;], we have Q Ue € Gg[ ]. Moreover, P(Q C
+

Thus, by Corollary 5.11, with probability at least 1 — e""® we have that |G[Y]l
0.9¢(pepn)?. A union bound hence implies the claim.

Ur) =p
)

J(e)Ur]]

(IAVARN S

Claim T: Whp for all T € TW), b € [r —i'lo and F' C Gg(T)(hl) with 1 < |F'| < 2h" we have
that (e Go(T'U f)[Ur] is an (1.1€,0.9§,q — &' — h',r — i’ — h')-complex.

Proof of claim: Let T € TW), W € [r — ']y and F' C Go(T)") with 1 < |F'| < 2", Let j be
the unique j € [p] with T'=S; U S. We claim that

(10.15) ﬂ Go(T U f[U;] is an (e,&,q —i' — B/, 7 — ' — h')-complex.

fleF
If N Frer G(T U U ] r='=h') is empty, then there is nothing to prove, thus assume the
contrary. We claim that we must have ' C Uj for all f* € F’. Indeed, let f' € F’ and
go € Go(T' U fH[U;]=="). Hence, go UT U f' € GET). By Claim 2, we must have |(go UT U
NUj| > |goUT U f'| — . But since T NU; = ), we must have f’ C U;.

Let h:= R +i' —i € [r—ilpand F := {SUf : f € F'} C G(S;)M. (S4) for U,G,S
implies that (e G(S; U f)[U;] is an (¢,§,q — i — h r — i — h)-complex. It thus suffices to
show that G(S; USUf)[ 10 = Go(T U f)[U;]") for all ¥/ > r —i — h and f € F'. To
this end, let f' € F', ' > r —i — h and suppose that g € G(S; U S U f)[U;]"). Observe
that ](gUTUf)ﬂU | =|lguTU f'| — 4, so Claim 2 implies that g UT U f’ € Gy and thus
g € Go(T U f)[U;]"). This proves (10.15).

By Proposition 5.13, with probability at least 1 — e~IUil/8, Nprer Go(T U f)[Ur] is an
(1.1,0.9¢,q — i — W', r — i’ — h')-complex.

Applying a union bound to all T € T b’ € [r—i']g and F' C Go(T)") with 1 < |F'| < 2/
then establishes the claim. —

By the above claims, U, satisfies (10.11) whp. Moreover, Claim 7 implies that whp (10.12)
holds. Thus, there exists a (u, pg, r)-focus Uy for T such that (10.11) and (10.12) hold.

Step 3: Reserving subgraphs

In this step, we will find a number of subgraphs of G — 7-1(0) whose union will be the
r-graph H* we seek in (i). Let G' be a complex as specified in (i). Let By :=e. Let Ho be a
subgraph of G(") — 7,71(0) with A(Hp) < 1.18pn such that for all e € G") | we have

(10.16) IGHo U {e}] @ (e)] > 098 na.

(Hp will be used to greedily cover L*.) That such a subgraph exists can be seen by a probabi-
listic argument: let Hy be obtained by including every edge of G(") — 7,71(0) with probability
Bo. Clearly, whp A(Hp) < 1.15pn. Also, since G is (e,q,r)-dense with respect to G —7.10)
by assumption, we have for all e € G(") that

~ q)_ ~ q)_
EIG[Ho U ] @(e)] = 65 IGIGT — 77 (0) U ()] @ (e)] = ) ent
Using Corollary 5.11 and a union bound, it is then easy to see that whp Hy satisfies (10.16)
for all e € G().

Step 3.1: Defining ‘sparse’ induction graphs Hy.

Consider ¢ € [r—i—1]. Let & := Vggq'qﬂ. By (10.11) and Lemma 10.19 (with 33,_1, v¢, peps, pf &, 7'
playing the roles of e, v, u, £, ), there exists a subgraph Hy C Gér) with A(Hp) < 1.1ypn such
that for all L C G(T) with A(L) < 38¢_1n, we have that
(10.17) T (Pfdge, Pflique)[Hg A L] form a diagonal-dominant

(v 3511717 pett, &, q, 1,7 )-setup for Gy[Hy A L.
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Step 3.2: Defining ‘localised’ cleaning graphs Jy.
Let

-1
(10.18) G; =G | 7, @),
0'=0

By (10.12), for every T € T G,(T)[Ur] is a (1.1¢,0.9¢, ¢ — ', 7 — i')-supercomplex. Note
that Go(T)[Ur] = G;(T)[Ur|. Thus, by Lemma 10.20 (with G7,3vy, pept, Be, 0.9 playing the

roles of G, e, i, 5,§), there exists a subgraph J, C GZ(T) with A(Jy) < 1.18yn such that for all
LC GZ(T) with A(L) < 3yyn, the following holds for G* := G}[J; A L:

(10.19)  G*(D)[Ur] is a (v/3v. ,O.81§B§8q), q—1i',r —i')-supercomplex for every T € T,

We have defined subgraphs Ho, Hy, ..., Hy_j_1,J1,...,Jr—i_1 of G") — 7.71(0). Note that
they are not necessarily edge-disjoint. Let Hy := Hy and for ¢ € [r — i — 1] define inductively
Hj,:= H} {UH,,
H; :=H; {UH,UJ; = H,UJy,
H* :=H'_, ;.

Clearly, A(H;) < 28¢n for all £ € [r —i — 1] and A(H;) < 2yyn for all £ € [r —i—1]. In
particular, A(H*) < 28,_;_1n < vn, as desired.

Step 4: Covering down — Proof of (i)
Let L* be any subgraph of G(") with A(L*) < yn such that H* U L* is (¢,)-divisible with
respect to S,U. We need to find a Kér)—packing K in G[H* U L*] which covers all edges of L*,

and covers all S-important edges of H* except possibly some from 7. (r — 4).
Let Hj:= HyU L*. By (10.16), for all e € L* we have that

(G (€)] > [GIHy U ] @(e)| > 0.955na .

By Corollary 6.7, there is a Kér)—packing K§ in G[Hé] covering all edges of L*. If i =r—1, we
can take Kj and complete the proof of (i). So assume that ¢ < r — 1 and that Lemma 10.22
holds for larger values of 4.

We will now inductively show that the following holds for all £ € [r — 4.

(#)¢ There exists a Kér)—packing K;_, in G[H} | U L*] covering all edges of L*, and all
S-important e € Hj | with 7,.(e) < £.

By the above, (#); is true. Clearly, (#),—; establishes (i). Suppose that for some ¢ €
[r—i—1], (#)¢ is true. We will now find a Ky)—packing Ky in G[H; U L*] — IC;(_TI) such that
IC; = K,_; UK, covers all edges of L* and all S-important e € H; with 7.(e) < ¢, implying
that (#)g41 is true.

Let H/ := H) — IC;S). The packing K, must cover all edges of H; — ICZ(_TI) that belong to
771(¢). By Claim 3, all those edges are 7()-important. We will obtain K, as the union of Ky
and ICZ, where

(a) Kj covers all T important edges of H / except possibly some from T, Tl (r—i);

(b) ICZ covers the remaining 7(")-important edges of H ;-
We will obtain Ky by induction and IC; by an application of the Localised cover down lemma
(Lemma 10.7). Recall that (g, r)-divisibility with respect to 7), Uy was defined in Defini-
tion 10.21.

Claim 8: H] is (q,r)-divisible with respect to T@) Uy
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Proof of claim: Let T € TU) and f/ C V(G)\ T with |f/| < r—4 —1 and |f' \ Ur| > 1.
We have to show that (z:ztiﬂ) | [H/(T'U f")|. Let j € [p] and S € S;, with ' = S; U S.
Define f := f'US. Clearly, f C V(G)\ S;, |f| <r—i—1and |f\Uj| >|S| > 1. Hence,
since H* U L* is (g, r)-divisible with respect to S,U, we have (zzz:m) | [((H*UL*)(S; U f)|
Clearly, we have H/ C H* — ICZ(_TI) . Conversely, observe that every e € H* U L* that contains
TU f" and is not covered by K;_; must belong to H;'. Indeed, since e contains T', we have that
1(e) <r—i =1{, so e e H;. Moreover, by (#)¢ we must have 7,(e) > ¢. Hence, 7,(e) = /.

But since |f"\ Ur| > 1, we have 7,(e) < ¢. By (10.18), e ¢ J;. Thus, e € H; — ICZ(L) =H/.
Hence, H)/(T U f') = (H* UL*) — ICZ(fl))(Sj U f). This implies the claim. —
Let L}, := H/ A Hy. So H} = Hy A\ L),
Claim 9: L, C Gy) and A(L}) < 3Be—1n.

Proof of claim: Suppose, for a contradiction, that there is e € H) A H, with e ¢ GET). Since
H, C Gér), we must have e € Hy. Thus e is not covered by K;_,, implying that 7(e) > £ or e
is S-unimportant, contradicting e ¢ Ggr) (cf. Claim 2).
In order to see the second part, observe that Lj, = ((H;_, U H;) — ICZ(_?) AH CH fUL*
since KC;") € L* U Hy_,. Thus, A(L,) < A(H;_,) + A(L*) < 38;_1n. -
Hence, by (10.17), 7 Uy, (P¢, ., P* )[H}] form a diagonal-dominant (\/m, petey Eoy gy 1y )-

edge’ ’ clique
setup for G[H/| = G,[H]].
We can thus apply Lemma 10.22(ii) inductively with the following objects/parameters.

object/parameter ‘ G[H]] ‘ \/3Be-1 ‘ pei ‘ & ‘ i ‘ T ‘ Uy (Pfdge,Pthue)[Hé’]
playing the role of‘ G ‘ € ‘ 1 ‘ ¢ ‘ ) ‘ S ‘ U ‘ (Pedges Petique)

)

possibly some from 7, ! (r — ') = 7,.}(¢). Thus K} is as required in (a).

Hence, there exists a Kc(f -packing K7 in G[H}/] covering all T () -important e € H, / except

We will now use J; to cover these remaining edges of H). Let J; := H} — ICZ(fl) - ICZ(T).

Claim 10: J)(T)[Ur] is K(g:/i,)—divisible for every T e T,

Proof of claim: Let T € TU) and j € [p| and S € Sj-/ be such that 7' = S; U S. Let
' C Up with [f'| < r—i =1 We have to show that (“0,71%)) | [J(T)[Ur)(f")]. Note
that for every e € J, C GZ(T) containing T, we have 7y,(e) = r —i'. Thus, J)(T)[Ur] is
identical with J)(T') except for the different vertex sets. It is thus sufficient to show that
(@OZ D) TITUT U )] Let f == f'U'S. Since H* U L* is (g, r)-divisible with respect to S, U
and |f\ U] > |S| > 1, we have that (‘") | [(H* U L*)(S; U f)|. Tt is thus sufficient to
prove that JJ(T'U f') = (H* U L*) — K;U) — K20)(S; U f). Clearly, J; € H* — K" — 1)
by definition. Conversely, observe that every e € H* U L* — IC;f(_Tl) — ICZ(T) that contains T'U f’
must belong to J;. Indeed, since L* C ICZ(_TI) , we have e € H*, and since e contains T', we have
7(e) < {. Hence, e € H; and thus e € J;. This implies the claim. -

Let Ly := J; A Jp. So J; = L] A J.
Claim 11: L C GZ(T) and A(LY)) < 3yn.
Proof of claim: Suppose, for a contradiction, that thereis e € J;AJ, with e ¢ GZ(T). By Claim 2
and (10.18), the latter implies that e is S-important with 7,.(e) < ¢ or 7@)-important with

Tor(e) < ¢. However, since J, C GZ(T), we must have e € J;\ Jy and thus e € H, and
e ¢ ICZETI) U IC;(T). In particular, e € H;/. Now, if e was S-important with 7.(e) < ¢, then
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e € Hé — Hy € H; ,. But then e would be covered by Kj_,;, a contradiction. So e must

be 7()-important with Ty,r(€) < £. But since e € H/, e would be covered by K7 unless
Tyr(€) =1 — 1 = {, a contradiction.
In order to see the second part, observe that

Ly = (HuJ) - ) — K"y ag c HpU L
since KC;) U K" € HJ U L*. Thus, A(LY) < A(H}) + A(L*) < 3uen. -

Thus, by (10.19), G[J;)(T)[Ur] = G;[J;)(T)[Ur] is a (pe, Bésq)ﬂ, q —1i',r — i')-supercomplex
for every T € T(). (Here we also use that .J; C GZ(T) by Claim 11 and the definition of Jy.)

We can therefore apply the Localised cover down lemma (Lemma 10.7) with the following
objects/parameters.

object /parameter ‘ pe ‘ i ‘ ﬁé8q)+1 ‘ i ‘ G[J)] ‘ T ‘ Uy
playing therole of | p | psize | € i G | S | U

This yields a K(Y)—packing ICZ in G[J}] covering all T important r-edges. Thus IC;[ is as
required in (b). As observed before, this completes the proof of (#)¢41 and thus the proof
of (i).

Step 5: Covering down — Proof of (ii)

Now, suppose that G(") is (g, r)-divisible with respect to S, and A is diagonal-dominant.

Claim 12: G is (€ — ¢, q,7)-dense with respect to G — 771(0).

Proof of claim: Let e € G and let £ € [r + 1] be such that e € Pegge(£'). Suppose first
that ¢/ < i. Then no g-set from Pgigue(¢') contains any edge from 7,71(0) (as such a g-set is
S-unimportant). Recall from (S2) for S, U, (Pedge, Petique) that G[Y] is (e, A, g, r)-regular with
respect to (Pedge, Petique)[Y] and min\\’"*”l(A) > £. Thus,
GIG =771 (0) U el D (e)] > (Y N Pasigue () (€)] = (ap e — e)nt™" > (€ = e)nt".
If ¢/ > i+ 1, then by (P2') in Proposition 10.11, no g-set from Peique(q¢ — r + ¢') contains

any edge from 7,71(0). Thus, we have

GICD — 77 (0) U D(e)] 2 (apgorse — It > (€ —n? ™.

If ¢/ = i+ 1, then Pegge(€') = 7,71(0) by (P2'). However, every g-set from 7, (¢ —r) =
Peiique(q — 7+ ¢') that contains e contains no other edge from 7,71(0). Thus,

GUGT = () U e D (e)] = (apgrse —)nT" = (€ —e)n™".

By Claim 12, we can choose H* C G — 7-1(0) such that (i) holds with G playing the role

of G. Let
Hyipie == G — H*.

Recall that by (S2), G[Y] is (e, A, ¢,7)-regular with respect to (Pedge, Petique)[Y ], and (S3)

implies that G[Y] is (u¢, q + r,r)-dense. Let
Ghivble = (G[Y]) [Hrivbie]-

Using Proposition 5.4, it is easy to see that Gpe is (27 71y, A, g, 7)-regular with respect to
(Pedges Petique) [Y |[Hnivble]. Moreover, by Proposition 5.6(ii), Gripeie is (19€/2,q + r,7)-dense.
Thus, by Corollary 10.16, there exists Y* C Gqui)bble such that Gppe[Y*] is (Vv,d, g, r)-regular
for some d > ¢ and (0.45p9€(n2€/8(q + 1))(q:T),q + r,r)-dense. Thus, by the Boosted nibble
lemma (Lemma 6.4) there is a K(gr)—packing Krivvle 10 Grippie[Y*] such that A(Lyippre) < yn,
where Lpippie = Gappie[Y*]™ = K) = Hpigpie — KU, Since G is (g, r)-divisible with
respect to S,U, we clearly have that H* U Ly is (g, 7)-divisible with respect to S,U. Thus,
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by (i), there exists a K(Y)—packing K* in G[H* U Lyppie] which covers all edges of Lyppe, and
all S-important edges of H* except possibly some from 7,7 !(r —i). But then, K, U K* is a

Klgr)—packing in G which covers all S-important r7-edges except possibly some from 77! (r — 1),
completing the proof. O
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